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While phonological change has played a central role in assessing linguistic relatedness since the nineteenth century, the usefulness of syntactic change for this purpose has remained debated – despite recent work on the question with a variety of results. In our study, we analyze the phylogenetic signal of syntactic data using state-of-the-art Bayesian algorithms and the SSWL database (Koopman 2012–). With the phylogenetic model, we infer a minimally biased family tree. We find that, generally, the phylogenetic signal in the syntactic dataset is low. The model fails to infer larger-order subgroupings that would be found further back in time. This is in contrast to the clear-cut groupings we can obtain from running this type of model on phonological databases. This raises the question how well these syntactic properties encode phylogenetic information. As it stands, the model fails to provide evidence for strong phylogenetic signal despite the rich dataset and methods.
1 Introduction

In recent years, the question of the phylogenetic signal that can be obtained from syntax has received increased attention. Whereas lexical, phonological, and morphological features have been shown to yield reliable results in inferring tree topologies, the value of syntactic features for phylogenetic inference, and for that matter, judgements of relatedness in general, is still discussed. It has been proposed that syntax is exceptionally useful for establishing deep-time groupings for several reasons, some of which pertain to the diachronic stability of syntactic features (see discussion and literature review in section 2). However, some of these approaches use special datasets (e.g. syntactic parameter datasets) that are constructed specifically for the task, and hence highly customized in the decisions of what features to include.

In this paper we use a dataset, the Syntactic Structures of the World’s Languages database (SSWL; Koopman 2012–), that has been underexplored in earlier work on computational phylogenetics, and apply methods of Bayesian inference (among others). We use this dataset specifically because it reflects raw syntactic properties and was not designed to be used in phylogenetic analyses. Our aim in doing so is to assess the extent to which syntactic variation contains phylogenetic signal, drawing on a broad range of variables. In contrast to earlier work on this question, we find that the time depth at which sound inferences can be made based on these syntactic properties is limited, and discuss possible reasons for this. We aim to use methods that represent the current gold standard in the field and to be maximally transparent in our methodological choices.

Before we present our study, it is vitally important to clarify the central term phylogenetic signal, which is varyingly defined and measured in phylogenetic studies. The working definition that we adopt in this study is the clustering of languages in similarity due to genetic descent beyond random chance. This definition is similar to the one used in previous studies, e.g. Macklin-Cordes, Bowern & Round (2021). According to this definition, phylogenetic inference can measure the phylogenetic signal as the strength of the clade support of two or more languages.¹ This means that what we measure in this study is phylogenetic support as a proxy for phylogenetic signal. This follows the concept that phylogenetic signal, the amount of detectable inherited features, can be reflected in Bayesian phylogenetic clade support. It needs to be noted, however, that clade support as returned by inferential models such as Bayesian phylogenetics can contain other spurious effects such as confounds of contact and typological correlations, obscuring the effect of genetic descent. This means that although results of Bayesian phylogenetic analyses are on the whole a useful proxy measure for the strength of the phylogenetic signal in a dataset, there

¹ There are, as mentioned above, other measures of phylogenetic signal or related concepts, some of them using a different or stricter definition such as Pagel’s lambda (Pagel 1999), Blomberg’s kappa (Blomberg, Garland Jr & Ives 2003), and Moran’s I (Moran 1950).
can be other effects interfering with it. We can thus distinguish between *apparent* signal, which is what emerges from our analyses, and *true* signal, which is not directly observable but to which (ideally) the apparent signal will provide a good approximation.

Our findings have implications for the general usefulness of syntactic features in phylogenetic analyses. They further raise the question whether syntactic change is diachronically as responsive to genealogical descent as other types of linguistic change (e.g. lexical, semantic, phonological) are. We hope that the analyses we present in this paper will serve as a benchmark for comparison with other phylogenetic analyses of datasets both inside and outside the domain of syntax.

The paper is not intended to address the question of the validity of phylogenetic methods more broadly. In particular, there remain respects in which phylogenetic studies are on a systematically different footing from the trees constructed in historical linguistics as practised over the last 150 years. For instance, whereas the identification of innovations (derived traits) and retentions (ancestral traits), and particularly shared innovations (synapomorphies) rather than shared retentions (symplesiomorphies) (see e.g. Lass 1997: 135–139), serves as vital input to tree construction in historical linguistics, in phylogenetic work either a) this distinction is left aside entirely (as for example in distance-based approaches; see section 2.2) or b) the process of inferring shared innovations is left to the algorithm itself, often with flexible assumptions about the likelihood of particular types of change. We set this broader debate aside and focus on the question of how much signal is present in syntax if phylogenetic methods are deployed.

The structure of the paper is as follows. In section 2 we discuss existing work on syntax-based phylogenies. Section 3 presents our dataset, and section 4 our methods and model. The results are given in section 5. In section 6 we evaluate our findings with respect to what has been claimed in the literature, and finally section 7 provides a broader discussion and outlook.

### 2 Previous work in phylogenetics based on syntactic properties

#### 2.1 Early work

Nineteenth-century historical-comparative work in the mould of the comparative method that sought to establish phylogenies did not, on the whole, take syntax into account, and certainly did not do so systematically. The earliest work applying quantitative methods from biology to questions of relatedness (e.g. Gray & Jordan 2000; Greenhill & Gray 2012; Chang et al. 2015; Ringe, Warnow & Taylor 2002) continued this tradition in being primarily based on lexical and phonological data rather than syntax. McMahon & McMahon (2005: 205–8) suggest that

---


3 However, Ringe, Warnow & Taylor (2002) also included morphological features in their analysis.
morphosyntax is a promising area, but do not investigate it in detail themselves. Dunn et al. (2005; 2008) use syntactic characters (among others) for their study of Oceanic and Papuan languages, and Wichmann & Saunders (2007) apply phylogenetic methods to a set of syntactic characters for the languages of the Americas, but the focus in these papers is not on the phylogenetic signal of syntactic features per se; rather, the aim is to establish the best possible tree for the families in question, as is more usual in phylogenetic studies.

2.2 The Parametric Comparison Method

The most extensive attempt to address the question of phylogenetic signal in syntax is the Parametric Comparison Method (PCM) developed by Longobardi and colleagues (see e.g. Longobardi 2003; 2005; Guardiano & Longobardi 2005; Gianollo, Guardiano & Longobardi 2008; Longobardi & Guardiano 2009; Longobardi et al. 2013; 2016; Crisma, Guardiano & Longobardi 2020; Ceolin et al. 2020; 2021). Over the past two decades these authors have tried to make the case that syntactic features can be used as a sign of historical relatedness, and that the generally accepted tree topology of Indo-European can be recovered using this method, which in addition potentially allows us to probe even further back into history (see particularly Ceolin et al. 2020; 2021). The data for these studies comes from a set of features relating to the nominal domain, developed specifically for phylogenetic purposes, which vary somewhat between publications but have stabilized in recent years. These features are intended not simply as observable syntactic properties, but rather as (somewhat) more abstract syntactic parameters as set by the language acquirer, in the sense of Chomsky’s (1981) Principles & Parameters model of syntactic variation. These authors argue that parameters are superior to other types of comparanda for phylogenetic purposes because a) like genetic markers in molecular biology they are discrete and drawn from a universal list, b) the difficulty of judging cognate status does not arise with parameters, and c) they are stable and relatively resistant to the effects of language contact (see Longobardi & Guardiano 2009: 1684–6).

The range of phylogenetic methods used in this research is large: in early works (e.g. Longobardi & Guardiano 2009; Longobardi et al. 2013; 2016), the authors make use of distance-based approaches such as UPGMA or Kitsch. These approaches, widespread in early phylogenetic work, are based on a distance matrix, which is simply a representation of pairwise distances between languages. In the case of binary parameters, the distance between two languages for
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5 See Holmberg & Roberts (2010) for an overview, and Biberauer & Roberts (2017) and Roberts (2022) for the application of this framework in the diachronic domain.

6 This does not imply commitment to a ‘preformistic’ view in which parameters are universally extensionally specified as part of the language acquirer’s initial state; see Longobardi (2005) and Ceolin et al. (2020: 3) for discussion.
any given parameter is 0 if the languages share a value for that parameter, and otherwise it is 1. The overall distance between two languages can be described using a variety of measures, for instance Hamming distance, which simply involves adding all of these differences together; so if two languages differ in exactly 3 of 5 parameter settings, the Hamming distance is 3. In practice, normalized Hamming distance is used, which involves dividing the Hamming distance by the number of properties (in this case parameters) to yield a value between 0 and 1: in the above simple case, the normalized Hamming distance is $3/5 = 0.6$. Once syntactic distance has been reduced to a single value for each pairing of two languages, UPGMA constructs a binary branching tree in which distances between pairs grouped together are minimized. More recent investigations in the PCM approach (e.g. Ceolin et al. 2020) additionally use Bayesian inference methods from BEAST (Bouckaert et al. 2019); for a full introduction to the principles of Bayesian phylogenetic inference in linguistics using BEAST, see Hoffmann et al. (2021).

### 2.3 Other recent work

The only previous work that we are aware of that uses the same data source as us – the SSWL database, discussed in section 3 – is by Shu et al. (2018). These authors apply basic phylogenetic methods such as Hamming distance and neighbour joining to syntactic data from SSWL. The tree that they arrive at is, as they correctly observe, lacking in numerous respects: for instance, Portuguese is grouped together with Sicilian and Italian rather than Spanish, Old Neapolitan is grouped with the North Germanic languages, and K’iche’ Mayan and Georgian are grouped together. Their response to this situation is to turn to an alternative method, Phylogenetic Algebraic Geometry, working with a small subset of the SSWL data (five modern Romance languages only), for which they argue that good results can be obtained. We will return to comparison of their results with ours in section 6.

### 3 Dataset

#### 3.1 Syntactic Structures of the World’s Languages

The Syntactic Structures of the World’s Languages database (Koopman 2012–, [https://terraling.com/groups/7](https://terraling.com/groups/7); henceforth SSWL) is a searchable database of syntactic properties. In contrast to better-known resources such as the World Atlas of Language Structures (WALS; Dryer & Haspelmath 2013), SSWL does not rely on descriptive grammars; instead its properties are set by language experts, usually native-speaker linguists of the language in question.

Properties in the SSWL are neither broad typological features (e.g. basic word order) nor syntactic parameters in the Principles & Parameters mould. Rather, they are relatively concrete and granular syntactic characteristics that are chosen such that they are diagnosable cross-linguistically, and each property comes with a short description of how it is to be identified. Each property can take one of three values: yes, no, or not applicable (NA).
For illustration, consider property C 01, ‘C Clause’ (https://terraling.com/groups/7/properties/384). This property is set to Yes for a given language when a complementizer may precede the clause it introduces (e.g. English that), and No when a complementizer may not occur in this position. Another property, C 02 ‘Clause C’ (https://terraling.com/groups/7/properties/389), is set to Yes when a complementizer may follow the clause it introduces, and No when it may not. For both properties, the value NA is used if the language in question does not have (overt) complementizers. Note that a Yes for C 01 does not exclude a Yes for C 02; if complementizers can surface either before or after the clause they introduce, both properties can be set to Yes at once without contradiction. Most properties in SSWL are formulated in this way, as questions about the existence of a particular type of structure.

Value dependencies exist for some combinations of properties: that is, the setting of property A is dependent on the setting of property B. For instance, by the property definitions, if O 01 2 ‘Indefinite mass nouns must have an article’ (https://terraling.com/groups/7/properties/468) is set to Yes, then O 01 1 ‘Indefinite mass nouns can be bare’ and O 01 3 ‘Indefinite mass nouns can have an article’ must both be set to No. Similarly, property Q 07 ‘Q-marker follows narrow focus’ (https://terraling.com/groups/7/properties/451) must be set to No if Q 01 ‘Initial polar Q marker’, Q 02 ‘Final polar Q marker’ and Q 03 ‘Clause-internal polar Q marker’ are all set to No, since this combination of settings implies that there is no polar Q-marker in this language. These value dependencies are an issue shared with the PCM approach discussed in section 2.2, where implicational relationships between parameter settings are even more pervasive: see Guardiano & Longobardi (2017) for extensive discussion. Ceolin et al. (2020: 4) state that 2,925 of 6,486 states in their dataset (45%) are null because the settings of other parameters render them irrelevant. Such value dependencies are not as prevalent in our dataset, but we discuss in section 4.1 how our method deals with them.

The principle behind the database is that, wherever possible, native-speaker linguists should provide the information on a given language. In some instances this is not possible, most obviously for languages that are no longer spoken, such as Latin, Old Saxon, and Vedic Sanskrit. For languages of this kind, the language expert is a philologist familiar with the texts and with the linguistic literature. This means that in some cases the decision whether such a language exhibited a particular feature is based on negative corpus evidence, i.e. the absence of certain types of structure, which is potentially problematic for some combinations of languages and features, but reflects normal practice in historical syntax (since no alternative source of evidence is available).

As of February 2022, the database (in the version we used) comprised 319 languages and 173 syntactic properties. If the database were complete for all these languages and all these properties, 319 * 173 = 55,187 values ought to have been set. At the time of writing, however, only 22,166 values have been set, or circa 40% of all language-property pairs. This is because the SSWL database is constantly evolving, as contributors add languages and occasionally new
properties for which the language experts must set values. Unsurprisingly, the most recently added properties tend to have a low completion rate. Many loci of syntactic variation are not represented at all: there are no properties relating to alignment, to tense marking, or to case systems, for instance. The range of features present in SSWL (and thus in our dataset) is determined by what the developers of SSWL have taken the time to add. Hence, SSWL should not be considered a representative sample of all syntactic features, though it compares favourably in this regard to (for instance) the PCM dataset, which is based exclusively on nominal syntax.

3.2 Our dataset

Due to this extremely high prevalence of missing values, we decided to take only a subset of the full database, in order to avoid individual, poorly-evidenced languages or properties exerting an undue influence on the results. Specifically, we made the decision to consider only properties for which values are set in more than 50 languages, and languages for which values are set for more than 80 properties. After discarding languages and properties that do not meet these criteria, we are left with 121 languages and 129 properties. Within this subset of the database, 12,987 of 15,730 values (83%) are present. It was detected that, after selecting for these criteria, one feature, namely \textit{Neg.F5.Neg.is.Reduplication}, was only left with ‘yes’ values and two missing values. This feature was thus removed, effectively reducing the number of features in the analysis to 128.

Lists of the languages and properties included in our dataset can be found in the appendix; the full dataset can be accessed at \url{github.com/frithureiks/The-strength-of-the-phylogenetic-signal-in-syntactic-data}.

Table 1 gives an overview of the type of properties included in the dataset.

<table>
<thead>
<tr>
<th>Property type</th>
<th>Number of properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clausal word order</td>
<td>16</td>
</tr>
<tr>
<td>Clausal functional properties</td>
<td>1</td>
</tr>
<tr>
<td>Negation functional properties</td>
<td>12</td>
</tr>
<tr>
<td>Nominal word order</td>
<td>30</td>
</tr>
<tr>
<td>Nominal functional properties</td>
<td>9</td>
</tr>
<tr>
<td>Object word order</td>
<td>9</td>
</tr>
<tr>
<td>Object functional properties</td>
<td>30</td>
</tr>
<tr>
<td>Question word order</td>
<td>5</td>
</tr>
<tr>
<td>Question functional properties</td>
<td>17</td>
</tr>
<tr>
<td>Total</td>
<td>129</td>
</tr>
</tbody>
</table>

\textbf{Table 1:} SSWL property types in our dataset.

\footnote{Our dataset is based on a SSWL database dump from 15th February 2022, kindly provided by Hilda Koopman.}
Of the 129 properties in Table 1, 60 – a little under half – have to do with word order. The others represent a wide variety of functional properties such as type of negation marking, obligatoriness of definite articles, auxiliary selection, etc.

We assume that the missingness mechanism behind the missing values is Missing Completely at Random (MCAR), meaning that there are no detectable systematic distortions. In other words, whether or not a character is missing is not dependent on a linguistic factor. A systematic bias would be present if certain characters were missing because of some linguistic properties of the language in question – e.g. if, in a given language family, definite article properties were left blank as the annotators found setting the characters too difficult due to some aspect of the definite article in this family, or if properties relating to features that occur more rarely in usage are also more difficult to set. If this were the case, we would be dealing with Missing At Random (MAR) instead, and would need to use more sophisticated multiple imputation techniques. See van Buuren (2018) for missing data and imputation, and Kauhanen, Einhaus & Walkden (2023) for discussion in the context of diachronic typological linguistics. Since we have no reason to believe that any such systematic bias is at work, we assume MCAR.

It is worth noting at this point that a potential advantage of the dataset used here is that it is not constructed by this paper’s authors, and it is not constructed to bear on questions of relatedness. This means that, unlike other datasets used in this domain, there is no potential here for the authors’ preconceptions about relatedness to (implicitly or explicitly) influence the outcome of the study.

4 Method
4.1 Prerequisites

The prerequisites for such an analysis need to be stated explicitly to set the goals for the analysis and to outline the limitations of what the model can show.

Firstly, this analysis is not an inference of either split ages or ancestral states. It is purely designed to construct the most reasonable phylogenetic tree from the syntactic dataset to compare it to previous research into the tree topologies of individual language families. The notion of estimating a ‘phylogenetic signal’ from a syntactic dataset further calls for comment. As the investigation is not about inferring family relationships, the goal is to use Bayesian phylogenetics to produce a tree topology that can, in turn, be compared with research on the position of certain languages or clades. For example, previous research has provided several points of certainty in the Indo-European group such as Germanic, Romance, Slavic, or Indo-Aryan. A dataset with a strong phylogenetic signal therefore is expected to detect some of these higher-order groupings. If a dataset on syntactic features produces different groupings, it might be due to a difference in the phylogenetic signal between syntactic properties and the properties of other linguistic domains.

In this analysis, we model all languages as extant without using ancestral constraints or tip date priors (see Chang et al. 2015 on these). In other words, due to the goals of our analysis, we
consider all languages as contemporary. In phylogenetic analyses, one can set individual languages as ancestors to contemporary languages (ancestral constraints) or infer the age of some languages, causing them to be sampled as older than others (tip date priors), techniques which we do not employ here. The reason for this is that for inferring clusters of close languages and thus gauging the phylogenetic signal, introducing many additional parameters (in effect one tip date prior per taxon) and topological constraints (e.g. ancestral constraints) would introduce uncertainty to the model that is detrimental to the goal of the analysis. Even more problematic is that ancestral constraints, in particular, need to be thoroughly justified since in some cases determining whether an attested taxon is the exact genetic ancestor to a clade of extant daughter languages is not without controversy.

This method, however, has the drawback of introducing the problem of jogging (see discussion in Chang et al. 2015), in which the branch lengths of the inferred intermediate nodes are distorted. As the goal of the study is not to date internal nodes, jogging can be seen as having a negligible influence on the outcome.

Further, due to the makeup of the dataset, we are confronted with the issue of inter-feature dependencies. This arises when some characters can only assume a certain state conditional on other features, as discussed in section 3.

To gauge the level of such dependencies in the dataset, we calculated the pairwise correlation between the features to see which features show disproportionately strong correlation. We found that four features show a correlation larger than 0.9, namely X06_SOV and X04_OV, N2.01_Num.N_.indef. and X15_Num.N, O.04.4.1_DefSg_Art.N and O.02.4.1_DefMass_Art.N, O.06.4.2_DefPl_N.Art and O.04.4.2_DefSg_N.Art. The latter two pairs are not logically dependent but rather typologically correlated. The only two genuine correlations are the former two pairs: a positive value for X06_SOV entails a positive value for X04_OV (though not vice versa), and a positive value for N2.01_Num.N_.indef. entails a positive value for X15_Num.N (though not vice versa).

We address the influence of these two highly correlated logical dependencies by relaxing the assumptions about the transitional probabilities between sites and the among-site rate variation. The former prompts the model to assume different transition rates between individual characters and the latter gives each character the flexibility to assume a specific transitional rate. As a result, the model’s assumptions about individual characters are relaxed such that conditional dependencies impact the resulting tree topology less: one way in which this is the case is that with features logically dependent on each other, they assume the same state frequently (i.e. since when one
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*For example, is the attested and philologically standardized form of (West Saxon) Old English the ‘true’ genetic ancestor of modern English? At the very least it would need to be considered whether the Modern English language is in fact related to various Old English varieties that are not necessarily identical with the standardized form of Old English in the linguistic database. That the attested Old English is reasonably close to the actual genetic ancestors of Modern English so as to be included as an ancestor is not a trivial assumption, however. See the discussion in Barbe, Beal & Shaw (2009: 110–111).*

*In phylogenetics, ‘site’ (a biological term) refers to a locus of variation, which in the linguistic context refers to a feature/property that can differ across languages. Thus, for example, property C 01, ‘C Clause’, is a site, and Yes, No and NA are the possible characters of that site.*
feature changes its state, the dependent features do too). This can distort the change rates between states for all features as a change in state would be picked up as an individual change for all dependent features rather than them changing in unison. Relaxing the among-site rate mitigates this issue as this relaxes the assumption about the rate changes across features. In other words, even if some features were to change states in unison, this would influence the model’s inference of the general rates less severely than in a model with fixed among-site rates. Furthermore, this procedure is common and recommended in phylogenetic analyses (Yang 1993; Gray & Atkinson 2003). For a detailed explanation and discussion see Yanovich (2020), especially their online appendices.

However, to be certain that these dependencies do not affect the posterior tree in any severe way, we re-ran the tree inference while leaving out X04_OV and X15_Num.N. The resulting tree is only marginally different from the original tree which can be observed in figure 4 in the appendix. As a result, we conclude that, at least for this dataset paired with this model setup, we see a negligible effect of character dependencies.

### 4.2 Model

For this analysis, we used Bayesian phylogenetic models as implemented in the phylogenetic software RevBayes (Höhna et al. 2016). Bayesian phylogenetic methods attempt to find the trees most compatible with a given linguistic data set. The algorithm of a phylogenetic model achieves this by running a so-called Markov Chain Monte Carlo (MCMC) sampler. Since the number of possible trees (along with their edge lengths and parameters) would be too large to traverse, the MCMC algorithm conducts a guided walk through the parameter space, consecutively moving into the direction of higher probability. It draws samples from a posterior distribution of trees given the linguistic data to obtain a samples of trees that are most probable given the data. Those most likely trees can be later summarized in consensus trees that capture those clades of a tree that are found in, for example, the majority of posterior trees. Along with the raw topology of the tree, several other parameters can be inferred during a model run including but not limited to: node and tree heights (e.g. for dating), branch lengths (distance between ancestor and descendant node), and branch rates (how fast linguistic change occurs along a given branch).

Bayesian phylogenetic models provide solid inferences when used on data sets from other domains such as lexical, morphological, typological, or phonological data (see (incl. discussion) e.g. Bowern & Atkinson 2012; Chang et al. 2015; Goldstein 2022).

In this study, we used a birth-death relaxed-clock model with relative divergence times. This means the model has the following properties:

---

11 For discussion of the principles and a basic introduction see Goldstein (2020) and Yanovich (2020).
12 A prior summary and a graphical representation of the model can be found in the appendix.
1. The tree model is a birth-death model that factors in speciation and extinction events. Under this model, not all lineages at the root of the tree are assumed to have extant taxa; in other words, extinction events can occur. Priors on the speciation and extinction parameters were set to LogNormal(-7, 10) which are weakly informative by relaxing the assumptions about the magnitude of the parameter while being increasingly sceptical of larger values. Further, the root age is fixed to 1 (with extant taxa being of age 0 by default), making the split ages relative. A split at the age 0.5 is therefore inferred to have occurred exactly halfway between the origin of the tree and today.

2. In this model, we relaxed the assumptions about the substitution process and the root frequencies. In other words, rather than assuming fixed substitution rates and root frequencies, we have the model infer the transitional probabilities between the characters and the occurrence probability of each character at the root. Both the substitution model and the root frequencies were assigned a flat prior Dirichlet(α) where α = (1,1,1,1). This allows the full range of values to be inferred at equal prior probability.

3. The clock model has relaxed assumptions about the branch rates (see Huelsenbeck, Larget & Swoford 2000 as one of the first proposals for incorporating relaxed molecular clocks), effectively allowing the model to infer branch-specific substitution rates. Specifically, we use an Uncorrelated Log-Normal Rates model. The branch rates are drawn from an exponential prior with rate $\frac{1}{m}$ where $m$ is drawn from a flat log-normal distribution whose mean and variance are themselves inferred. Here, again, the priors allow for a relatively unconstrained inference of the individual branch rates.

4. Among-site rate variation in this model is also inferred which allows for character-specific substitution rate adjustments (see discussion above). This was implemented as a Discretized Gamma site rate variation with DiscretizedGamma(α, α, 4) where $\alpha \sim \text{LogNormal(ln(5), 0.6)}$, which gives the site rates the flexibility to assume values between the full range of the positive real number line and a narrow convergence on 1, which is what the parameter is intended to infer.

The final models were each run at 500,000 iterations with an initial burn-in phase of 10,000 and the parameters effectively sampled and stationarity was achieved. We found lowered ESS in the node age parameters due to the low clade support and volatility of the node inferences.

Since previous research has also used methods from outside of Bayesian phylogenetics, we decided to compare the results of this more state-of the art model against distance-based methods such as UPGMA and Neighbor Joining. Although those algorithms are more constrained and have stronger assumptions than Bayesian inference models (e.g., a strict molecular clock), they
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13 The origins of the birth-death model trace back as early as Kendall (1949).
are often used in other research on phylogenetics using syntactic data (e.g. Ceolin et al. 2020; Longobardi et al. 2013; Ceolin et al. 2021). For this, we ran a bootstrap analysis\(^\text{14}\) with 1,000 replicates of both the UPGMA and Neighbor Joining algorithm on the dataset as provided by the R package *phangorn* (Schliep 2011) (for the full model results refer to the appendix). However, the results of these methods are very much in line with the main model and, where they differ, they detect less phylogenetic signal. For this reason, these results are not examined in depth. Moreover, the question could be raised whether the flexibility given to the model through its complex inference structure is responsible for the results. To test this, we ran a simple time tree model with a Jukes-Cantor substitution model and a global molecular clock. The results are similar to the main model in that they do not recover the main language families, yet show more uniformly distributed splits with higher clade support (refer to the appendix for the results and discussion). This being said, the increased clade support of the simpler model is unsurprising given that it contains more explicitly strong assumptions (e.g. strict clock, uniform substitution model) and likely picks up on less robust, spurious connections. For this reason, its results show more certainty for various groupings that do not match the broader consensus.

5 Analysis

Figure 1 shows the majority-rule posterior consensus tree which includes only clades with posterior support > 0.5 (i.e. clades that are found in more than 50 percent of sampled trees).

The consensus tree shows some noteworthy properties. The internal node support is generally low with most well-supported clades (posterior support > 0.9) being mostly terminal node pairings. With few exceptions, tree support falls off steeply towards the root of the tree. This is not necessarily a given feature of those multi-family trees, as we would expect older, higher-order groupings (e.g. Sino-Tibetan, Semitic, or Indo-European) to be well supported. The general lack of higher-order groupings is very noteworthy in this case. Moreover, multi-language clades are mostly absent with one noteworthy exception: modern Northwestern Indo-European languages. In this clade, Germanic and some Romance languages are included with moderate to very high support. High support is attributable to the clades of North Germanic and continental West Germanic languages with English grouped as a sister node to both. Interestingly, in this broader phylum, Romance languages such as French or Spanish are included with notable exceptions such as Italian or Portuguese. The tree further seems to show two outgroups. One is the isolate Laal spoken in central Africa and one is a fairly well supported subgroup consisting of Tupian and Chickasaw, two groups that are traditionally not deemed to be more closely related. The outgroup itself, however, is not robust since the larger grouping containing the rest of the languages shown here itself is barely included in the majority-rule consensus tree with a support value of 0.55.

\(^{14}\) For an introduction to bootstrap analysis for distance-based phylogenetic algorithms see e.g. Penny & Hendy (1986).
Figure 1: Posterior consensus tree of languages that have ancestral nodes with clade support higher than 0.5 and that are not directly attached to the weakly supported child node of the root. The full posterior consensus tree can be found in the appendix. Interior nodes are coloured by clade support from blue (support = 0.5) to red (support = 1).
Better-supported pairings in the model that are generally not seen as closely related include a Romanian-Greek pairing, Italian-Brazilian Portuguese, and Wolof-Haitian. Although Haitian and Wolof probably appear to be related in this tree since Haitian is strongly influenced syntactically by Western African languages (see e.g. Aboh & DeGraff 2014), it is a striking fact that other Western African languages such as Igbo and Gungbe are not included in the clade. Notable absences of clades include Indo-European, Slavic (some of its members are grouped with Finnish and, less closely, with Sinitic languages), Romance, Semitic, Finno-Ugric, Bantu, and Volta-Niger. This is largely due to the fact that nearly a third of included languages could not be attributed to any clade. This, however, is not due to the fact that those languages contain many missing characters.15

These results are markedly different from other recent studies on phylogenetic research using syntactic data. For example, the results of Ceolin et al. (2020; 2021) consistently show Indo-European as a very well supported clade along with several subfamilies (e.g., Slavic, Greek, Celtic, Indo-Iranian). This is not the case here where the overlap in results between our model and the aforementioned studies is mostly in finding some support for Germanic and smaller pairings (e.g., Japanese-Korean). Moreover, they show more uniformly distributed splits compared to our model results. This could be due to the differences in the models and the datasets. Our model is a complex model with flexible parameters that can better account for noise and spurious associations (see discussion in Section 4.2). Moreover, the datasets are also different, given that with similar models, we likewise get different results (see Section 7.6). For further discussion of questions related to the dataset see Section 6.

6 Evaluating the phylogenetic signal

Longobardi & Guardiano (2009: 1683) identify three possibilities for the relation between trees based on syntactic evidence and trees based on traditional comparative methods (what they term ‘lexicon’):

a. “Syntax provides weaker insights, i.e. the same taxonomic results, but only up to a shallower level of chronological depth (climbing back the past, the threshold of uncertainty is reached ‘more quickly’) ...

b. Syntax and lexicon provide the same tree

c. Syntax provides stronger insights, i.e. more ancient taxa can be safely identified (the threshold of uncertainty is reached ‘later’, i.e. further back in the past)”

15 For the influence of missing values on clade support see section 7.3 in the appendix.
Our results, if taken at face value, are in line with possibility a. Our consensus tree does capture some non-trivial groupings that are well established in historical-comparative linguistics. Germanic, for instance, emerges more robustly. Similarly, the four Sinitic varieties Wu, Wuhu Chinese, Guangzhou Cantonese, Mandarin, and Southern Min are grouped together, as are the Kwa languages Abidji, Nzima Tapioum, and Akan, and the Semitic languages Modern Hebrew and Gulf Arabic. These groupings, though, are not ones whose time depth is particularly high. Blench (2006: 133) dates Kwa to 5,500 years before present, i.e. 2,500 BC, but the subtree captured in our consensus tree does not include other Kwa languages such as Ga and Twi. Similarly, Kitchen et al. (2009) date the common ancestor of the Central Semitic languages to circa 2,500 BC. However, in the consensus tree this grouping receives only a low-to-moderate posterior support of 0.7, and does not include Moroccan Arabic, so this is hardly an unqualified success. As for Germanic, Hartmann (2023) proposes that it emerged as a distinct subfamily of Indo-European circa 2,000 BC and diversified and split circa 500 BC (Hartmann 2023: 206). Sinitic is somewhat younger: Sagart et al. (2019) date its most recent common ancestor to 2,000 years before present, i.e. circa 1 AD. Other groupings at a similar time depth (e.g. Romance) do not emerge as robust clades, and there is little evidence for anything deeper. This overall result of our model is corroborated by the results of our preliminary UPGMA and Neighbor Joining analysis (see discussion in Section 4.2 and the results in the appendix). There, the tree structures were even less reliably supported, leading to the conclusion that the more state-of-the-art Bayesian phylogenetic model is the most favourable to finding subgroups.

The one potentially deeper grouping in our consensus tree puts French and the Reggiano dialect of Italy (as well as, less reliably, Spanish and Catalan) together with the Germanic languages. Yet this grouping cross-cuts the established Romance subfamily, and the similarities between certain (mostly Western) Romance languages and modern Germanic languages could be due to areal convergence rather than shared inheritance; compare van der Auwera’s (1998) notion of a ‘Charlemagne Sprachbund’. We might then say, tentatively, that our results do not provide support for a reliable phylogenetic signal of a time depth of more than 2,500 years (i.e. the time of the most recent common ancestor of Germanic, the best-supported higher-order family in the tree) – at least if the trees established in traditional historical-comparative linguistics are used as a yardstick.

Conversely, effects that are plausibly due to areal convergence are prevalent in our consensus tree. These include the close relationship of Romanian and Greek, and potentially also Japanese and Korean. Similarly, the less well supported grouping of Georgian (a Caucasian language),

---

16 Based on earlier literature; see the discussion in Hartmann (2023: 206).
17 Whitman (2012) argues cautiously for a very distant genetic relationship, while Vovin (2010: 6) suggests that Korean and Japanese were more different in the past than they are now, implying that convergence rather than genetic relationship is the source of their similarities. More recently, some authors (e.g. Francis-Ratte & Unger 2020; Robbeets 2020) have made a renewed case for a genetic relationship in the context of the Transeurasian languages.
Eastern and Western Armenian (Indo-European), Turkish (Turkic) and Amharic (Semitic) could plausibly also reflect areal contact effects in the Near East.

This means that, in this dataset, we see a geospatial confounding signal that influences the consensus trees and enhances the support for individual families: if languages are subject to long-term mutual influence, they undergo transfer, which is then picked up by the phylogenetic model as a signal of relatedness. In other words, not all of the apparent signal reflects true signal.

The question that then arises is why, in general, the phylogenetic signal that emerges from our dataset is so weak.\(^{18}\) It is normal for groupings at a higher time depth to receive less support, but all things being equal we might nevertheless expect to see groupings such as Indo-European emerge, even if weakly supported. The fact that they do not could be due to a number of reasons. We can discount the effect of missing values at the outset, since – as outlined in section 3 – these are not particularly prevalent in our dataset, and more importantly have only little effect on the posterior clade support (as demonstrated in section 7.3). The areal effects mentioned in the previous paragraph are likely to have enhanced some phylogenetic signals that otherwise would be weak to nonexistent, and conversely dampened other signals that might otherwise have emerged as meaningful.

Another possibility is that there is something inherent to syntactic properties (as opposed to, say, regular sound changes) that makes them a worse carrier of phylogenetic signal than other linguistic variables: for instance, if there is inherently less directionality in syntactic change than in sound change.\(^{19}\) Obviously our findings on their own cannot establish this, and contrast quite starkly with those of Ceolin et al. (2020; 2021). Perhaps parametric analysis in the nominal domain is better suited to discovering the signal: in particular, it is possible that their more specifically curated dataset is free of certain sets of properties that actively serve to obscure true signal, for instance features that are exceptionally vulnerable to horizontal transmission. To establish this, one would need to carry out an ablation study to investigate the effects of omitting subsets of our data, as suggested by a reviewer. We cannot conduct such a study within the scope of the present paper, but hope to pursue this possibility in future work.

As previously alluded to, the specific method in this study is comparable to methods used in phylogenetic studies on other linguistic domains (i.e. analyses using lexical or phonological datasets), allowing for straightforward comparisons between and within domains – a possibility which we welcome.

\(^{18}\) The issues we face are similar to those encountered by Shu et al. (2018), discussed in section 2.

\(^{19}\) We are grateful to a reviewer for raising this point. The claim that syntactic change lacks directionality is certainly found in the literature (e.g. Lightfoot 2002: 126). In our view, although it is probably true that our theory of directionality in syntactic change is less developed than its counterpart in phonological change, there is good evidence that directionality is widespread in syntactic change too: see Walkden (2014: 41–44) and the references cited there.
7 Syntactic change in the broader context: an outlook

To summarize: our results, based on a Bayesian model applied to a subset of the SSWL database of syntactic properties, provide no clear evidence for phylogenetic signal dating back further than about 2,500 years.26 These results are in line with some findings in the literature (e.g. Shu et al. 2018) but not with others (e.g. Longobardi et al. 2013; Ceolin et al. 2020; 2021). Furthermore, these results stand in contrast to previous large-scale analyses using non-syntactic databases where support for higher-order groupings is strong (see e.g. Jäger 2015, which is based on a lexical dataset). The big question is why this should be so, and in the previous section we have presented some possible interpretations of this lack of signal. In the remainder of this section we would like to dwell on what is perhaps the most interesting possibility: that the lack of signal is due to something inherent to syntactic properties in diachrony.

A lack of detectable phylogenetic signal can arise in contexts where one or more of the following conditions apply:

- **High internal variance** A linguistic property set that shows a wide range of internal variance with multiple competing variants and context-sensitive categories is less likely to show a clear signal. This situation can arise if a dataset records only dominant variants of individual features with many exceptions and special cases without making these features in their own right.

- **Diachronic instability** If individual features are subject to repeated change, the turnover rate would be large enough that, over a short time interval, established earlier patterns are overridden by newer variants. This is true in features with high change rates. In phonology, vowel segments show such a high diachronic instability relative to consonants (Moran, Grossman & Verkerk 2021), and in morphosyntax numeral classifiers appear to be diachronically unstable (Greenhill et al. 2017).

- **Transfer** In cases where a set of features is particularly affected by horizontal transmission events (i.e. inter-linguistic transfer), earlier patterns are replaced by contact-induced variants, essentially giving rise to geospatial confounding signals (Greenhill, Currie & Gray 2009).

Due to the makeup of the SSWL database, the first point is unlikely to apply in this case, as the properties in SSWL mostly code for the existence or nonexistence of particular syntactic

---

26 Recall that the phylogenetic model itself does not use absolute dating. This means that this statement solely outlines that the strongest phylogenetic signals are not found for language families we know from previous research are older than 2,500 years.
structures. Both of the remaining points are, however, *prima facie* candidates for discrepancies between syntax and other domains.

With regard to diachronic instability, it is often asserted since Greenberg (1978) and Nichols (1992) that (at least some) syntactic properties are relatively stable: see e.g. Mithun (1984: 330–331), Janda & Joseph (2003: 65–66), and Winford (2005: 377). However, in our view, there is little solid evidence either for or against this position. Summarizing earlier work on stability, Wichmann (2015: 221) states that ‘it is now becoming clear that structural features do not preserve more ancient phylogenetic signals than does the basic vocabulary’, adding that such features seem to be more prone to diffusion. Greenhill et al. (2017) find in their sample of languages of the Pacific that grammatical properties are actually less stable and reliable than basic vocabulary over time. Conversely, Kauhanen et al. (2021), using a different, non-phylogenetic method of stability estimation, find that properties pertaining to constituent order are more stable than other (mostly phonological and morphological) properties in their dataset of 35 properties from WALS. The debate does not seem likely to be resolved any time soon, but there is clearly little basis for the view that syntactic properties *in general* are more stable than other areas of language.

As regards transfer, we would in principle expect areal-geospatial effects to work in both directions (cf. Greenhill, Currie & Gray 2009). On one hand, a possible effect of transfer is to cause a language to become more typologically distant from its relatives, such that expected tree structure fails to be detected by our approach: a false negative. This is likely in cases of what Greenhill, Currie & Gray (2009) call ‘global’ transfer, where a language A transfers some property from a language B that is otherwise phylogenetically distant, and hence diverges from its close relatives (while also becoming typologically closer to language B). On the other hand, transfer may also (and simultaneously) cause a language to become more typologically similar to unrelated (or less closely related) languages that are in close geographical proximity, such that unexpected tree structure is detected by our approach: a false positive. This is particularly likely in cases of what Greenhill, Currie & Gray (2009) call ‘local’ transfer, in which transfer occurs between closely related languages, thus potentially (misleadingly) increasing phylogenetic signal. The grouping of Romanian with Greek rather than with other Romance languages in our tree plausibly illustrates both processes. However, if transfer can work in both directions, we see no reason to believe that it is likely to globally alter the general shape of the tree such that there is less treelike structure overall. The shallow time depth and relative flatness of the tree our method produces is thus not likely to be solely an effect of syntactic transfer. Transfer does pose different challenges in historical syntax – not because it is more or less common, but

---

21 This is not to say that syntactic properties could not in principle be coded in this way; WALS, for instance, makes use of the concept of ‘dominant’ basic word order, in phylogenetic terms a site with several possible characters. SSWL does not contain properties that are of this kind, however.
because it is more difficult to detect. Lexical transfer is for the most part a non-issue for lexical-phonological reconstruction in practice, because the regularity of sound change allows us to identify it straightforwardly, at least when we are dealing with anything other than the most closely related languages. By contrast, since there is no direct analogue of regularity in syntactic change, our best diagnostic for transfer is unavailable in syntax (Walkden 2013; 2014). This does not mean that structural transfer can never be identified, but rather that it requires somewhat more ingenuity to do so (see Bowern 2008; Erschler 2009), and that it may not be possible in all cases.

The results of this investigation raise questions about the general nature of syntax as a subject of linguistic change. If syntax is indeed less responsive to genealogical diversification, this has ramifications for how syntactic change proceeds vis-a-vis other domains of change. If other domains (lexical, phonological, morphological) show stronger phylogenetic signals than syntax, this could be indicative of greater variability or instability of syntactic features. In other words, if higher-order groupings are found with less support in syntactic datasets, this would mean that they are diachronically less stable and are retained less frequently. Conversely, if syntactic features, as sometimes claimed, were diachronically stable, this would result in syntactic datasets being exceptionally good at reflecting ancient genealogical connections between languages.

Overall, we deem it unlikely, given our methods and our dataset, that there is in fact a strong phylogenetic signal in the syntactic features considered that the analysis does not detect. We hope that future work will shed light on the discrepancy between our findings and that of other work on the phylogenetic signal of syntactic change. In view of this discrepancy it seems impossible to assert truthfully that syntax in general is a strong carrier of phylogenetic signal; what needs to be established in future work is which (if any) syntactic properties carry strong phylogenetic signal, and why.
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The appendix for this paper containing details on the data, the models, and extended model outputs can be found at: https://doi.org/10.16995/glossa.10598.s1
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