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In this paper, we introduce a novel proposal for the acquisition of syntactic structure. Most 
studies of syntactic first language acquisition focus on the increasingly complex expression of 
propositional thought. Layer by layer, from the bottom up, child language matures into adult-
like representations. We challenge this account of an upward growing syntax based on evidence 
from early interactional language, which has largely been ignored in the study of syntactic 
acquisition. Given that interactional units of language are associated with the topmost layers of 
syntactic structure, and given that they are acquired early, it follows that syntactic acquisition 
cannot be characterized by upward growth. Rather, we propose that syntactic acquisition 
proceeds in an inward fashion. We present a case study of the early uses of utterance-final huh 
(an interactional unit of language) in North American child English that supports this hypothesis. 
We thus introduce the Inward Growing Spine Hypothesis as a research agenda.
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1 Introduction
Most work on first language acquisition (henceforth L1A) concerns itself with the acquisition 
of words and phrases that contribute to (the expression of) propositional thought (henceforth 
p-language). Over the past two decades, however, there has been an emerging consensus that 
grammatical knowledge is not restricted to p-language (Heim et al. 2016, Miyagawa 2022). 
Rather, all languages have units of language (henceforth UoLs) that serve to regulate the 
construction of common ground as well as turn-taking. These do not contribute to p-language 
but instead manage the communicative interaction (henceforth i-language). Crucially, i-language 
has been shown to be part of our grammatical knowledge (Wiltschko 2021; 2022). Based on 
its distribution and interpretation, it is typically assumed that i-language is associated with an 
articulated structure above the propositional structure, as schematized in (1) (Speas & Tenny 
2003; Haegeman & Hill 2013; Woods 2016; Wiltschko 2021; 2022; Corr 2022; Krifka 2023; 
among others).

(1) [i-language [p-language]]

If i-language is part of grammatical knowledge, it is necessary to include it as an empirical 
domain in the study of L1A. Indeed, even a cursory look at child-language corpora suggests 
that i-language is present at the very beginning of L1A.1 As shown in (2) and (3), children 
use vocatives and sentence-final tags from an early age, both of which are clear instances of 
i-language. With the vocative in (2) Naima calls for the mother’s attention, and the tag in (3) is 
used to request a response to the question regarding the truth of the propositional content. 

(2) Naima: Mommy? (1 years; 01 months – Providence Corpus)
Mother: Yes.

(3) Chuck: Out ball, huh? (1;08 – Bates Corpus)
Mother: Ball out!

In this paper, we have several interrelated goals. We demonstrate that our proposal to include 
i-language as part of the empirical domain of L1A is empirically and theoretically motivated 
(section 2). From adult speakers, we know that there is strong support for i-language to be hosted 
at the top of the syntactic spine (section 3). The early acquisition of i-language therefore leads to 
a theoretical conundrum. Many generative approaches towards L1A assume that the acquisition 
of grammatical knowledge can broadly be characterized by an “upward” trajectory such that 
structural representations become incrementally available to the child starting at the bottom of a 
syntactic tree (section 4). On this “maturational” view, the acquisition of i-language is mysterious: 

	 1	 To confirm this, we used the Wang browser (https://childes-sear.ch) which provides a fast search across most 
English-speaking corpora on the CHILDES database (McWhinney 2002).

https://childes-sear.ch
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since i-language is associated with the topmost structural positions, we would expect i-language 
to be acquired last, contrary to fact. This conundrum is straightforwardly resolved if we assume 
that in the course of L1A, the syntactic spine (or tree) “grows inward” rather than upward. We 
articulate this hypothesis in section 5. In section 6, we present a small corpus-based case study 
of the acquisition of one interactional UoL, namely huh. Finally, in section 7, we introduce the 
Inward Growing Spine Hypothesis as a research agenda and show that, in addition to providing 
an account for the acquisitional trajectory of huh, it also addresses several classic problems in 
studies of L1A. Section 8 concludes.

2 Introducing i-language into the study of first language acquisition 
We argue that including i-language in the study of L1A is difficult to reconcile with the upward 
trajectory, which lies at the heart of traditional maturational accounts (Borer & Wexler 1987; 
Radford 1990), and which have found renewed attention in Friedmann et al.’s (2021) Growing 
Trees hypothesis. According to the latter, syntax grows from the bottom up by adding phrasal 
projections at the top of the tree within three major stages of development.2 

Moreover, including i-language in studies on syntactic acquisition reveals glaring gaps within 
usage-based accounts of L1A. While these accounts prioritize frequency in input to explain 
the patterns of structural growth, they do not address the acquisition of i-language despite its 
ubiquitous use. 

Finally, including i-language in the empirical domain of L1A also highlights the importance 
of non-propositional language as a means for children to participate in the speech community. 
The interaction between i-language and p-language can shed new light on how non-linguistic 
capacities combine with language-specific ones. 

In this section, we motivate the study of the acquisition of i-language both empirically and 
theoretically by reviewing early productions of i-language.

2.1 Empirical motivation
Instances of i-language – like vocatives, tags, and response particles – occur early on and often 
precede the acquisition of complex p-language. A brief look at cross-linguistic data clearly 
demonstrates that the acquisition of i-language displays interesting acquisitional patterns that 

	 2	 An anonymous reviewer points out that there are very few strictly upward growing accounts remaining. Rizzi’s 
response to challenges like Roeper & Rohrbacher (2000) and Bromberg & Wexler (1995) has been to allow for root 
attachment of leftmost material, such as in early combinations of wh-pronouns with root infinitives or referring 
expressions (see also example (21) below). That said, Friedmann et al. (2021) makes the strong prediction that any 
material surfacing in a position associated with a later stage requires acquisition of the lower stage. The upward 
growing tree hypothesis is therefore a return to a stronger stance on incremental, linear growth.
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require explanation, and which suggest an underlying system that regulates these patterns. It is 
thus essential to include i-language in the study of L1A. 

For example, Japanese sentence-peripheral particles that belong to i-language are acquired 
before particles that belong to p-language. Shirai et al. (2000) report that sentence-final particles 
which encode the speaker’s attitude toward the proposition are acquired earlier than particles 
encoding propositional content, like past tense or clause-typing. Shirai et al. (2000) provide a 
fictional dialogue that exemplifies the use conditions of the particles under investigation.

(4) Situation: There are some biscuits on the table.
Naomi: Oishii NO? ‘Are they good?’
Ken: Oishii TTE. ‘I’ve heard they are good.’
Ken: (Ken tries some.) Oishii YO. ‘They are good. Try some.’
Naomi: (Namoi tries some.) Oishii NE. ‘It is good, isn’t it?’

(Shirai et al. 2000:1 (3))

In a comparison of four toddlers, who are aged 1;03 to 1;09 at the beginning of their corpus data, 
Sihrai et al. then show that these clause-peripheral particles all appear early (around MLU 1.1), 
and crucially they appear before the onset of tense markers. Other particles, which do not reflect 
speaker attitudes, have a later onset. 

Similarly, in Northern Mandarin, sentence-peripheral particles that encode the speaker’s 
attitude precede the acquisition of modal particles and particles that encode the illocutionary 
force of the sentence (Zhang et al. 2019). Moreover, Paul & Yan (2022) show that three 
Mandarin sentence-peripheral particles which are associated with IP and CP are acquired nearly 
simultaneously. Attitude markers begin to appear at the same time as force markers as well as 
particles that anchor an event to the utterance time. 

(5) Chi ̄ táng ba (ZTX 01;08;18) 
eat candy force 
‘(Let me) have some candy.’ 

(Paul & Yan 2002: 19 (57))

(6) Chi ̄ táng ma (ZTX 01;08;24) 
eat candy att 
‘(Naturally) I eat candies!’ 

(Paul & Yan 2002: 19 (61))

Sentence-final particles have been the subject of investigation in Mandarin and Japanese for 
quite some time, precisely because they are so widespread and paradigmatic in these languages 
English sentence-final particles along with other instances of i-language (e.g., vocatives) appear 
to show similar acquisitional patterns as their Mandarin and Japanese counterparts, in that they 
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are used in early childhood utterances. Examples (7) and (8) show that i-language co-occurs with 
p-language even at early stages of syntactic development. 

(7) What you doing, Daddy? (Carl at 1;11 – Manchester Corpus)

(8) What happen, huh? (Adam at 2;07 – Brown Corpus)

Crucially, combining i-language with p-language is not trivial because its distribution is 
constrained and therefore reasonably assumed to be syntactically mediated. The examples in (7) 
and (8) establish that some sentence-peripheral UoLs are acquired before inflection or auxiliaries. 
This is a pattern that needs to be accounted for in theories of L1A. 

2.2 Theoretical motivation 
There are several theoretical arguments for why i-language should be considered in the study of 
L1A. One argument is that language in interaction is constrained by grammar (Ginzburg & Poesio 
2016; Kempson et al. 2016; Wiltschko 2021). Here, we review some key pieces of evidence 
discussed in Wiltschko (2022) that imply that i-language displays all the hallmarks of grammar. 

First, the form-meaning relation of vocatives is mediated by their syntactic distribution. 
Specifically, Zwicky (1974) establishes that there are two types of vocatives (calls and addresses), 
which differ both in terms of their interactional function and in terms of their distribution. Call 
vocatives serve to activate the addressee’s attention and can be accompanied by phrases like 
hey or excuse me. In contrast, address vocatives are employed to maintain the interlocutor’s 
attention and can be accompanied by phrases like listen or I’m afraid. Crucially, calls only occur 
turn-initially, while addresses can occur at either end of a sentence, as well as in some sentence-
medial positions. Since these different interactional roles correlate with different distributional 
patterns, we can conclude that they are associated with different syntactic positions just as 
different grammatical roles are. In other words, just as subject and object roles are grammatically 
conditioned, so are the interactional roles of call vs. address (Wiltschko 2022). 

Second, the interpretation of invariant tags is structure-dependent: sentence-final eh is a 
root phenomenon such that it will always be interpreted with scope over the whole clause, as 
in (9). 

(9) Anneke knows that Milo has a dog, eh?
= Confirm that Anneke knows that Milo has a dog.
≠ Confirm that Anneke has a dog.

(Wiltschko 2022: 7 (8))

There is one exception to this generalization, however, which shows that scope is not merely 
a matter of linear order. If the clause is embedded within a bleached, interactional clause (you 
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know, I guess), the scope of eh will not include this interactional clause but instead scope over the 
embedded propositional clause only, as shown in (10).3

(10) Now, I guess you’re here for news about your brother and the other boys, eh?
(Wiltschko 2022: 7 (9))

Thus, i-language has to be sensitive to syntactic structure rather than to linear order. 

Finally, i-language displays patterns of contrast and paradigmaticity: for example, invariant 
tags in Mandarin form paradigms defined by speaker- vs. addressee-orientation, on the one hand, 
and old vs. new information, on the other (see Section 3.1 for details). Arguably, paradigmatic 
contrasts derive from properties intrinsic to grammatical structure. 

Another argument for the grammatical integration of i-language has to do with considerations 
of the architecture of grammar. Units of i-language are frequently part of utterances, in children 
and adults alike. Crucially, many of these units are prosodically integrated into the utterance as a 
whole. For example, in the presence of an invariant tag, the rising intonation typically associated 
with inquisitiveness is realized on the tag, not on the host clause (Heim & Wiltschko 2020). 
Thus, whatever system is responsible for assigning intonational contours must be sensitive to 
both p-language and i-language. If i-language were to be regulated by a system distinct from 
p-language (for example if it were purely pragmatic), one would have to assume that intonation is 
assigned after the utterance is assigned its pragmatic properties. But this requires the postulation 
of a system that unites syntactic and pragmatic aspects of an utterance – at least some of them. 
Thus, the more parsimonious assumption is that grammatical architecture includes i-language. 
And if it does, then i-language will have to be part of the empirical domain of L1A studies.

3 The syntax of i-language in adult speakers
So, if i-language is part of grammar, what is its syntax? While a syntactic representation of 
i-language is well-established for East Asian languages due to their morpho-syntactic relation to 

	 3	 An anonymous reviewer remarks that the example in (10) does not constitute compelling evidence for a syntactic 
analysis of eh and suggests that it would equally follow from the assumption that I guess is a bleached clause and 
that eh only scopes over the propositional content. We submit that the syntactic analysis of Wiltschko (2021; 2022) 
is still superior as it makes explicit what is responsible for the bleached interpretation: it is precisely because I guess 
is interpreted in the interactional structure rather than the propositional structure. Moreover, Wiltschko (2021) 
demonstrates that a syntactic analysis of eh is preferable over one relying on different lexical entries because the 
latter could not account for why near-synonymous particles like huh show different use-conventions for speaker-and 
addressee-beliefs (see Section 3.2). These are easily derived by attributing their differences to variation in association 
with the spine. Crucially, lexical entries alone would not allow us to predict any restrictions in their context of use. 
Additionally, Wiltschko (2021) shows that the same patterns of multi-functionality observed in confirmationals like 
eh are also found in response markers. This suggests that there is an underlying system, which is responsible for 
generating these patterns of multi-functionality, and according to Wiltschko (2021) this system is the interactional 
spine. Under a lexical approach this parallelism in confirmationals and response markers would be a coincidence. 
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clause-typing particles and honorifics (e.g., Pak et al. 2004; Portner et al. 2019 for Korean; Saito 
& Haraguchi 2012 for Japanese; Lam 2014 for Cantonese; Yang & Wiltschko 2016 for Mandarin; 
Woods et al. in print for Javanese), i-language in English and other Indo-European languages is 
much less studied. Until recently, units of i-language have been viewed as sentence-peripheral, 
spoken phenomena and have therefore been taken to fall outside of the scope of grammar 
(see Wiltschko & Heim 2016 for a summary of this discussion). To preface the discussion of 
its acquisition, we briefly summarise here what has led to broad agreement that i-language is 
regulated by the topmost syntactic structure (section 3.1) before we turn to an analysis of huh in 
adult English (section 3.2).

3.1 Evidence that i-language is regulated by the topmost syntactic structure
As mentioned above, there is an emerging consensus that classic sentence structure (i.e., 
p-language) is embedded into structure dedicated to regulating speech acts and interaction. 
In a nutshell, this consensus rests on new evidence for Ross’ (1970) ‘performative hypothesis’ 
according to which a proposition is introduced by a performative phrase (e.g., I tell you that…) 
which is deleted before spell-out. While the mechanics have changed, the spirit of the proposal 
remains the same: speech acts are syntactically represented. Support centres around the 
distribution of units of i-language, agreement in or with units of i-language, and sensitivity of 
units of i-language to clause-typing. These are all classic arguments for syntactic integration, as is 
evident in the literature on gapping and ellipsis (Lobeck 1995; Johnson 2001; and many others). 
We discuss each of these properties in turn.

Distributional support for a syntactic integration of (Indo-European) units of i-language 
comes from strict ordering restrictions of sentence-peripheral discourse particles, as for example 
reported in Haegeman (2014: 131) for West Flemish né and wè. The vocative Valère exposes the 
underlying order at the clausal periphery: independently of linearization, the particle wè must be 
directly adjacent to the sentence radical (in CP) while né can be separated from it by a vocative.

(11) a. (Né) Valère, men artikel is gereed (wè)
b. �*Valère né, men artikel is gereed (wè)
c. (Né) men artikel is gereed wè Valère
d. (*Né) men artikel is gereed Valère wè

né (Valeria) my   article is ready wè (Valeria)
‘Valeria, my paper is ready

(adapted from Haegeman 2014: 131)

Similar arguments have been brought forth for non-European languages (Heim et al. 2016), 
which suggests that the sequence of addressee-oriented units of i-language has to be associated 
with the syntactic spine in a position higher than speaker-oriented units of i-language, contra 
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the original order in Ross (1970). The data in (12) from Cantonese shows that these ordering 
restrictions are reminiscent of the data from West Flemish. The clausal periphery can host two 
discourse particles, which are strictly ordered, with the addressee-oriented one (ho2) mandatorily 
following the speaker-oriented one (me1).

(12) a. daai6 seng1 zau6 dak1 laa3 me1 ho2?
b.� *daai6 seng1 zau6 dak1 laa3 ho2 me1?

big voice then okay change.of.state me1 ho2
‘What, can one get by just by being loud? I assume you’d agree it’s a valid question, 
right?’

(Lam 2014: 64 (6))

The marking of agreement within i-language is evidenced in Southern dialects of German, for 
example. The sentence-peripheral particle ge(ll), geu (and its variants) serve to confirm the 
interlocutors’ beliefs, similarly to what we have seen in the Cantonese data above. Both variants 
can inflect for the second person plural or in formality (Heim 2019a; Wiltschko 2021). Crucially, 
agreement on this particle links to the addressee, rather than the subject of the clause. This is 
shown based on the Swiss German example in (13).4 

(13) Gell-ed Chind-er, ihr lueged nacher scho, dass d Türe zue isch?
Gell-2.pl children-2.pl you watch later surely that det door closed is
‘Children, you make sure that the door is later closed, right?’

Another case of agreement triggered by i-language is discussed in Miyagawa (2022), based in 
part on data and observations by Yamada (2019). Japanese, a language where typical phi-feature 
agreement is absent, presents evidence for honorific agreement. Specifically, -mas is used for the 
honorification of the addressee by the speaker. In the absence of -mas the utterance is classified 
as colloquial, as in (14a), while the presence of -mas renders the utterance formal, in (14b).

(14) a. Hanako-wa piza-o tabe-ru
Hanako-top pizza-acc eat-prs
‘Hanako will eatcolloquial pizza.’

b. Hanako-wa piza-o tabe-mas-u.
Hanako-nom pizza-acc eat-mas-prs
‘Hanako will eatformal pizza.’

(Miyagawa 2022: 39 (2))

The sensitivity of -mas to the context of interaction suggests that its use is somehow dependent 
on the topmost structure, i.e., the syntax of i-language. However, on the surface, this does not 
seem to be the case as -mas occurs too low in the structure (i.e., below tense) to be associated 

	 4	 This example is taken from a debate between translators on dict.leo.org, which lists further variants: https://dict.leo.
org/forum/viewGeneraldiscussion.php?idForum=4&idThread=623719&lp=ende&lang=en.

https://dict.leo.org/forum/viewGeneraldiscussion.php?idForum=4&idThread=623719&lp=ende&lang=en
https://dict.leo.org/forum/viewGeneraldiscussion.php?idForum=4&idThread=623719&lp=ende&lang=en


9

with the treetop, as Miyagawa (2022) observes. Thus -mas appears to be linearized in a position 
different from where it is interpreted. This type of dissociation between linear position and 
interpretation has long been established in syntactic theory and can be analyzed as a form of 
(abstract) agreement or (covert) movement. Significantly, Miyagawa (2022) suggests that there 
is an overt reflex of this dependency between -mas and the topmost structure, namely in the form 
of sequential allomorphy. That is, when -mas is used, all higher heads must reflect the formality 
of -mas, including negation, tense, and certain higher interjections (daroo vs. desyoo). This is 
shown in (15).

(15) a. Nimotu-wa todok-a-na-kat-ta daroo ka?
package-top arrive-neg-cop.pst interjection q

 b. Nimotu-wa todoki-mas-en-desita desyoo ka? 
   package-TOP arrive-mas- neg-cop.pst interjection q
  ‘Didn’t the package arrive?’

(Miyagawa 2024 (16))

According to Miyagawa (2022), this sequential allomorphy can be analysed as a form of agreement 
(Yamada 2019) and hence provides support for the syntactic integration of i-language.

A final argument comes from the sensitivity of i-language to clause-typing. In Wiltschko & 
Heim (2020), we show that Canadian English eh has a strong preference for being combined 
with declarative clauses, which in turn can be analyzed as a form of selectional restriction. The 
only exception to this generalization concerns instances where the particle seeks confirmation 
of the speech act, rather than the interlocutor’s belief. Here, the particles readily combine with 
interrogatives and exclamatives and mark a request for confirmation of the appropriateness of 
the speech act, just as in the Cantonese data above.5

	 5	 An anonymous reviewer remarks that i-language seems to be qualitatively different from p-language in that it is not 
part of a set of syntactic operations like wh-movement, for example. In other words, i-language lacks evidence from 
some syntactic processes, which in turn undermines the claim that it is regulated by syntactic knowledge. As pointed 
out in Wiltschko (2021), however, we do not expect i-language to display A- or A'-movement because these types of 
movement are defined precisely as movement into A- or A'-positions, respectively. Significantly, they are associated 
with distinct properties, thus movement into the interactional structure is predicted to be associated with yet another 
set of properties. As discussed in Section 2, it is the whole proposition (CP) that moves into the projections hosting 
i-language. The mechanics of these transformations are the same as those assumed for p-language (see Wiltschko 
2017; 2021; Heim & Wiltschko 2020 for details). We further note that there is evidence that elements that are 
linearized within the propositional structure can be interpreted in the interactional structure, which in turn is a form 
of displacement, albeit of the covert type. For example, the speaker- and addressee- orientation of certain sentence-
internal discourse particles receive a straightforward analysis assuming that they are interpreted in the relevant 
interactional layers (Thoma 2016; Wiltschko 2024). Moreover, the sentence-final position of certain interactional 
particles can be analysed as movement of the propositional structure into SpecGroundP (see Fn. 6). Finally, there is 
evidence that interactional language allows for pronominalization: for example, Krifka (2013) argues that that can be 
used as a ProSAP and Wiltschko (2024) argues that some discourse markers in Austrian German are best analysed as 
ProGroundPs.
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For further evidence supporting the postulation of a dedicated interactional structure, we 
refer to Wiltschko (2021), where the interactional spine is introduced in detail. For the present 
purpose, the data above sufficiently support the assumption that CP (which we refer to as the 
domain of Linking, following Wiltschko 2014) is embedded in the interactional structure, i.e., 
projections that can host speaker- and addressee-oriented discourse particles. These projections 
have been labelled Grounding projections in Wiltschko & Heim (2016), to reflect their relevance to 
updating the Common Ground (Stalnaker 1978; 2002). Each of these grounding projections hosts 
an abstract argument which can be viewed as the grammatical manifestation of the epistemic 
state of its holder (i.e., the speaker or the addressee).

Because particles hosted in these projections also combine with a call-on-Addressee (in the 
sense of Beyssade & Marandin 2006), often in the shape of rising intonation, we further follow 
Wiltschko & Heim (2016) in assuming a third projection at the very top of the spine, namely 
Responding. The full structure we assume is schematized in Figure 1.

Figure 1: The interactional spine (Wiltschko 2021).

3.2 An analysis of adult huh 
To show the value of the interactional spine for analyzing i-language, we now turn to the analysis 
of huh in adult language. In North American (adult) English, huh has two functions: it serves as 
an other-initiated repair strategy, as well as a sentence-final (confirmational) particle. We discuss 
each of these functions in turn. 
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When used in isolation, huh functions as an other-initiated repair strategy (Dingemanse et al. 
2013). In this use, huh serves to request a response from the addressee. Requesting a response 
without specifying what the target of the response is leads to the interpretation that it is the 
previous move of the interlocutor that requires a response, as this is the most salient target. 
As such, it marks a problem in the current interaction that needs to be addressed (Wiltschko 
2021). Arguably, the contribution of the particle huh in this context is to provide a host for the 
rising intonation, which otherwise, too, serves to request a response (Heim 2019b), and which 
is associated with RespP. Thus, huh as an other-initiated repair strategy serves as a bare RespP, 
as illustrated in (16).

(16) [RespP huh↑]

The interpretation of huh when used as a sentence-final particle is more complex, and this 
complexity is reflected in the syntactic analysis developed in Wiltschko (2021). To see this, 
consider the examples in (17). The bare declarative in (17a) asserts that the addressee has a new 
dog. This would be appropriate if the addressee does not know that they have a new dog (e.g., if 
the speaker gives the addressee a dog as a present). In contrast, when the particle huh is added, as 
in (17b), the speaker wishes to confirm their suspicion that the addressee has a new dog (e.g., if 
the speaker sees the addressee walking a dog they have not seen before). Crucially, the addition 
of huh indicates that the speaker does not know if the proposition (p) encoded in the host clause 
is true. In other words, the speaker is not committed to the truth of p. 

(17) a. You have a new dog. 
b. You have a new dog, huh?

According to Wiltschko (2021), this interpretation derives from the syntactic configuration 
schematized in (18). huh occupies GroundAdr and combines with the rise (↑) in RespP. Crucially, 
GroundSpkr remains empty reflecting the speaker’s lack of commitment to the truth of p.6

(18)  [RespP ↑ [GroundAdrP huh [GroundSpkrP [p]]]]

	 6	 To account for the sentence-final position of huh, we assume (following Haegeman & Hill 2013) that the propositional 
structure moves into a specifier position preceding the particle (i.e., SpecGroundP). An anonymous reviewer suggests 
that this analysis could be strengthened if we could show that it is subject to intervention effects of the type discussed 
in Haegeman (2012). Specifically, Haegeman shows that movement into the left-periphery is prohibited in some but 
not all embedded clauses and that this provides evidence for the presence vs. absence of an articulated structure at 
the top. Unfortunately, more research is required to determine whether intervention effects of this type can be found. 
Specifically, two factors prevent us from simply applying the same tests as those used by Haegeman (2012). First, eh 
or huh, are strict root clause phenomena (see Wiltschko 2021). Second, the types of movement into the left periphery 
that are implicated in these intervention effects pertain to information structure (which underscores our previous 
point that properties of movement are in part dependent on the target of movement, see Fn. 5). At this point, it is 
not clear what the relation is between positions that encode information structural notions and those that encode 
interactional notions (like grounding and responding). 
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Assuming that huh associates with GroundAdr (but not with GroundSpkr) captures the contrast between 
sentence-final huh and sentence-final eh. Unlike huh, eh is compatible with an interpretation 
where the speaker is committed to the truth of p, as shown in (19) and (20). 

(19) I have a new dog, eh?
= i) ‘You know that I have a new dog, right?’
= ii) ‘Is it true that I have a new dog?’

(20) I have a new dog, huh?
≠ i) ‘You know that I have a new dog, right?’
= ii) ‘Is it true that I have a new dog?’

eh is compatible with an interpretation where the speaker confirms that the addressee knows p, 
as well as with an interpretation where the speaker wishes to confirm that p is true. Crucially, 
huh is only compatible with the former interpretation. This contrast between eh and huh follows 
on the assumption that only eh can be associated with GroundAdr or GroundSpkr, as in (21a). If it 
associates with GroundSpkr it marks the speaker’s commitment to the truth of p. The restriction on 
the interpretation of huh follows if huh can only associate with GroundAdr but not with GroundSpkr, 
as schematized in (21b).

(21) a. [RespP ↑ [GroundAdrP eh [GroundSpkrP eh [p]]]]
b. [RespP ↑ [GroundAdrP huh [GroundSpkrP *huh [p]]]]

Note for completeness that if huh (and eh) were associated with RespP only, the difference 
between them would be mysterious. Moreover, if huh in its use as a sentence-final tag would only 
be inserted to host the sentence-final rise associated with RespP, as is the case for free-standing 
huh, we would expect there to be no difference between interrogatives realized with and without 
huh, contrary to fact. As shown in (22a), a polar question (with rising intonation) is used when 
the speaker requests an answer (i.e., the addressee is expected to provide either a positive or 
negative answer). In contrast, a polar question with sentence-final huh, as in (22b), can be used 
to express one’s suspicion that the addressee has the same question. In this case, the speaker does 
not necessarily expect an answer but rather wants the addressee to agree that the question is the 
right one to ask (Heim & Wiltschko 2022). 

(22) a. Does he have a new dog?
= i)  request for positive or negative answer
≠ ii) request to agree with appropriateness of the question

b. Does he have a new dog, huh?
= i)  request for positive or negative answer
= ii) request to agree with appropriateness of the question
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In what follows, we adopt this analysis of adult huh when interpreting the patterns of use of huh 
during its acquisition. We further assume that the acquisition of the interactional spine is an 
essential task during L1A, which has so far received no attention.

4 Acquisition of syntax: How does structure grow?
Chomsky’s (1981) principles and parameters framework has been particularly influential in shaping 
discussions about how children acquire syntax. Language variation was assumed to be due to the 
setting of innate, linguistic parameters. This leaves open the question of the chronological order 
of setting individual parameters (but see Yang et al. 2017 for a recent proposal), and relatedly, 
the development of the syntactic architecture. Within this generative-nativist approach, syntax 
is assumed to be acquired either via a maturing structure (e.g., Borer & Wexler 1987; Radford 
1990), via full continuity between child and adult structure with initial parameter settings that 
do not match the surrounding language (e.g., Gibson & Wexler 1994), or via computational 
constraints that result in non-adult output (Lust 1998).

Friedmann et al.’s (2021) “growing tree hypothesis” delivers a recent and particularly strongly 
formulated hypothesis of syntactic acquisition, which builds on many of the assumptions from 
the classic maturational account. It proposes an incremental bottom-up growth of the syntactic 
spine but also shares some assumptions with the continuity approach. According to the growing 
tree hypothesis, the acquisition of anything that requires association with the upper end of the 
syntactic spine (Rizzi’s 1997 left periphery), such as questions or topicalization, implies completed 
acquisition further down. After a loosely defined initial stage with little phrasal architecture, 
syntactic acquisition is assumed to grow upwards in three stages, as schematized in Figure 2. 
Support for this proposal comes from sentence repetition tasks and spontaneous dialogue from 
Hebrew speakers aged 1;7-4;5 (Friedmann & Reznick 2021). Unaccusative subjects preceding 
the verb are presented as evidence for constituent movement into IP (what we label Anchoring 
in Figure 2); wh-questions and adjunct questions mark subsequent movement into the lower left 
periphery (Linking in Figure 2); and topicalization and relative clauses mark the final stage of the 
acquisition, including the upper left periphery (Information Packaging in Figure 2). 

Each of the trees in Figure 2 represents a distinct acquisitional stage and groups together 
functionally related projections and underlying transformations. The presence of a higher 
structure without an adult-like configuration of a lower structure would falsify the account or 
require significant revision. In this way, the growing tree hypothesis deviates from Rizzi’s (1993) 
earlier account in assuming that early syntactic representations are generally absent rather than 
inaccessible due to truncation.7 Regardless of whether higher layers in the spine are inaccessible 

	 7	 Though Friedmann et al. (2021) still maintain that truncation is possible under the growing tree hypothesis, and in 
fact will increase in distribution in line with the upward growth of the syntactic spine.
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– as in continuity accounts – or absent – as in maturation accounts – every step toward adult-
like syntax is building on already available, adult-like layers lower in the spine. Just like cross-
linguistic variation, differences in child language and adult language are regarded as superficial 
(Chomsky 1981; Yang et al. 2017). 

Figure 2: The (upward) growing tree hypothesis (in the spirit of Friedmann et al. 2021).

Challenges to maturational (and possibly continuity) accounts thus arise from non-
linear development.8 The growing tree hypothesis does not predict the existence of child-
language utterances where syntactic complexity at the left periphery combines with non-adult 
performance sentence-medially. However, several empirical generalizations discussed in the 
literature are difficult to reconcile with Friedmann et al. (2021). We have already seen some 
of these generalizations in section 2.1. For example, Paul & Yan’s (2022) generalization that 
the sentence-peripheral particles associated with IP and CP are acquired nearly simultaneously 
is not compatible with the upward growing tree hypothesis. Other facts that are incompatible 
with the upward trajectory include the following: Wh-questions precede the acquisition of polar 
questions (Moradlou et al. 2021); English subjects become obligatory only after the acquisition 
of wh-questions (Valian & Aubry 2005; Yang et al. 2017); tense comprehension and production 
precede agreement (Valian 2006; Bertinetto et al. 2015), and show clause-dependent error rates 
(Theakston & Rowland 2009). These findings suggest that a strong version of upward growth is 
untenable and that even weaker versions have to find ways to account for structures on the left 
that precede structures in the middle of the tree.

	 8	 Phenomena associated with inaccessibility to the continuous architecture tend be situated toward the top of the 
spine, suggesting some similarity in theoretical underpinning even between continuity and maturation.
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An alternative to assuming syntactic growth is of course to drastically reduce the role of syntax 
in language production and computation, and by extension to assume that syntax only emerges 
very late. Usage-based accounts of L1A (Tomasello 2005; Ambridge 2020) rely on rote learning, 
schemas, formulas, and exemplars in early constructions. Constructivist accounts (Christiansen & 
Chater 2016) emphasize the procedural character of learning and a late, purpose-built arrival of 
abstractions. The absence of early linguistic representations in these accounts makes it difficult to 
relate syntactic complexity to acquisitional trajectories. Predictions are easier made on grounds 
of input frequency (Diessel 2004). For instance, it is no surprise that topic movement (e.g. Pizza, 
I like.) occurs later than questions based on input frequency alone (contra Friedmann et al. 
2021). Embedded relative clauses should also occur quite late for that reason (see also Yang et al. 
2017). However, Friedmann et al.’s (2021) prediction that questions occur at a later stage than 
obligatory subjects is difficult to reconcile with usage-based accounts, which take root infinitives 
to be truncated versions of auxiliary constructions, including questions. In general, the emphasis 
on input and routines would make i-language – and their input frequency – an ideal testing 
ground for usage-based accounts. 

5 The inward-growing spine hypothesis
The observation that i-language, although associated with the top of the syntactic spine, 
is acquired early calls for a novel approach toward modelling the trajectory of L1A. This is 
precisely what we set out to do in this paper. Essentially, we propose that the spine grows inward 
rather than upward. More precisely, we adopt the bridge model of Hinzen & Wiltschko (2023), 
according to which language serves as a bridge between two pre-linguistic, domain-general 
cognitive abilities: categorization and (social) interaction. These two general cognitive capacities 
take on a human-specific form once linked through the syntactic spine. We propose that this 
defines an acquisitional path that is fundamentally inward rather than upward. Specifically, based 
on empirical and theoretical considerations, which we introduce below, we propose that children 
start by linking categorization and social interaction together via a generalized linking layer thus 
starting to grow the syntactic spine simultaneously grammaticizing interacting and categorizing. 
This is schematized in Figure 3.  

The Linking layer roughly corresponds to CP in adult language. This conceptualization of 
Linking is in accord with Rizzi’s (1997) observation that the articulated CP-domain consists of 
categories that are downward-oriented (finiteness) and categories that are upward oriented 
(force). The Categorizing layer roughly corresponds to the structural representation of categorizers 
(including nP and vP), whereas the Interacting layer corresponds to the layer of structure labeled 
Resp(onse)P in (Wiltschko 2021). It is responsible for the regulation of interaction itself, such as 
the typing of turns as initiation or response moves. 
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Figure 3: Linking bridges between categorization and interaction.

We further hypothesize that, in a next step, the child expands the complexity of the spine 
by unfolding the linking layer at both ends. Specifically, a generalized Anchoring layer bridges 
between Linking and Categorizing, and a generalized Grounding layer bridges between Linking and 
Interacting. This is schematized in Figure 4.

Figure 4: Unfolding the spine: Grounding and Anchoring.
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Roughly, the Anchoring layer corresponds to IP (or TP) in adult language and the grounding 
layer corresponds to the layer of structure labeled Grounding (Wiltschko & Heim 2016). Note 
that in this stage, the spine still differs from the fully developed adult spine. In adult grammar, 
the Anchoring layer is divided into a deictic anchor (e.g., Tense) and a perspectival anchor (e.g., 
Aspect), whereas the Grounding layer is divided into a speaker-oriented and an addressee-oriented 
layer. Hence, there is no strict equivalent between the generalized grounding and anchoring 
layers of this stage in the acquisition process and the mature adult structure. These layers of 
structure are qualitatively different in child and adult language. The unfolding of the generalized 
Anchoring and Grounding layers is precisely what we hypothesize characterizes the next step in 
L1A. Specifically, we propose that the child gradually expands the complexity of the spine to 
include all the adult layers of structure. This is illustrated in Figure 5.

Figure 5: Unfolding generalized Grounding and Anchoring.



18

Crucially, until this final adult-like structure is in place, the child must accommodate the 
linguistic input they are exposed to into a somewhat impoverished structure, which is different 
from adult-like structures. Thus, it follows that they will need to adjust the way UoLs are 
integrated into their fully developed structure. For example, if a given UoL is associated with the 
generalized grounding layer in step 2, the unfolding of this layer into two layers will lead the 
child to assume (by default) that this UoL is associated with both layers. This might indeed be 
the case in adult language as some UoLs can be associated with multiple positions. However, this 
is not the case for all UoLs. That is, if in the adult language, an UoL is associated with speaker-
oriented Ground only, then the child will have to dissociate it from the addressee-oriented Ground 
to arrive at the adult system. We refer to this stage as the pruning stage – analogous to tree pruning, 
but also to synaptic pruning in development (Low & Cheng 2006; Riccomagno & Kolodin 2015). 
This is illustrated in Figure 6.9

Figure 6: Pruning of non-adult-like associations.

	 9	 In section 6, we illustrate the necessity for a final stage that reduces logically possible loci of association to those that 
are attested in the input. Bosch (2023) reports that complementizers in child Romance are used much more freely 
than in adult language. In more general terms, we submit that pruning is equivalent to the final stage of the u-shaped 
development attested for inflectional morphology (Pinker & Prince 1988) and other developmental processes (Pauls 
et al. 2013). The term captures a phenomenon where a child shows a temporary decline of performance after initial 
signs of mastery, which is ultimately resolved into adult-like performance.
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In sum, we propose an alternative to the upward growing tree hypothesis which accommodates 
the fact that i-language is acquired as early as the one-word stage of acquisition (see Section 7 for 
further details). Crucially, this so-called one-word stage is not simply defined by utterances used 
to name objects. Instead, these one-word utterances can also be used to regulate the interaction. 
Thus, according to our proposal, the spine grows inward such that the layers of the spine that 
define the outer edges of the adult spine are first connected and then expanded. Given that each 
stage during the acquisition process is characterized by a spine that is qualitatively different from 
the mature spine, it follows that the child will have a different grammar for the UoLs they have 
acquired. As a consequence, in a final stage, readjustments have to be made via pruning existing 
associations that overgeneralize. 

In what follows we present a case study of the acquisition of one interactional UoL, namely 
huh. We show that the acquisitional trajectory we observe for huh falls into place if we assume 
the Inward Growing Spine Hypothesis as outlined above.

6 A case study of huh
The Inward Growing Spine Hypothesis leads us to expect that even seemingly simple 
interactional UoLs, such as huh, might undergo four different stages of development. We 
demonstrate that the acquisitional trajectory of huh supports the predictions of the Inward 
Growing Spine Hypothesis. Specifically, we show how its use in child language develops from 
a request for response only (associating with RespP) to a tag that requests confirmation about 
either the speaker’s belief or the addressee’s belief (thus associating with both RespP and 
GroundP). 

To track the acquisition of huh, we consulted the Brown corpus (Brown 1973), the usual 
starting point for corpus investigations of North American English in the CHILDES database 
(MacWhinney 2000). All three children of the Brown corpus use interactional language from 
the beginning of their records. Adam has his first isolated use of huh recorded at the age of 
2;04, Eve at 1;06, and Sarah at 2;03. Since we are specifically interested in the trajectory of 
confirmational huh, we ignore isolated instances for the purpose of this study. Combinations of 
huh with a host-utterance are recorded at 2;05 for Adam and at 2;08 for Sarah. Eve’s recordings 
do not contain any instances of huh combined with a host, likely because she left the study at 
2;3 before the first occurrence of such a combination. Table 1 traces the occurrences of huh 
in multi-word utterances from both Adam and Sarah through the first three years recorded on 
CHILDES. Host utterances are separated into clause types. The data is separated into periods of 
six months. Adam’s and Sarah’s uses of huh differ in both onset of use and distribution across 
clause types.
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Huh 2 0-5 2 6-11 3 0-5 3 6-11 Total

wh-Q – 21Adam 50Adam; 1Sarah 29Adam 100Adam; 1Sarah

PQ – 1Adam 1Adam 1Adam; 2Sarah 3Adam; 2Sarah

Other – 8Sarah 2Adam; 2Sarah 2Adam 4Adam; 10Sarah

Dec 6Adam 3Adam; 13Sarah 2Adam; 4Sarah 3Adam; 8Sarah 14Adam; 25Sarah

Total 6Adam 25Adam; 21Sarah 55Adam; 7Sarah 35Adam; 10Sarah 121Adam; 38Sarah

Table 1: Clause-type combinations of huh in the first four years of life of Adam and Sarah.

What stands out is the high frequency of Adam’s use of huh in combination with wh-questions 
with a peak during the first half of his fourth year of life. Polar questions hardly ever co-occur 
with huh. Sarah has only three combinations of huh in questions altogether (compared to Adam’s 
103). Examples such as (23) and (24) suggest that the clause type restrictions present in adult 
speakers are not yet acquired. The response in (23) and the follow-up in (24) strongly suggest 
that the preceding questions seek information, not confirmation.

(23) Adam: Where go, huh? (2;07) 
Mother: I don’t know. 

(24) Adam: Where zip it, huh? (2;07) 
Adam: There. Zip it right there.

The information requests in these contexts differ from the adult usage of huh and their 
corresponding syntactic representations (see Section 3.2). Clause typing restrictions require a 
complex representation of Linking. The request for confirmation of a belief requires a complex 
representation of Grounding. To account for Adam’s early use of huh, we propose the syntactic 
representation illustrated in (25). Specifically, we propose that in these utterances, huh associates 
with RespP, as it does in adult uses of huh, when used as other-initiated repair markers. Crucially, 
this representation differs from the adult representation of sentence-final huh introduced in (21)
b above in that RespP is directly adjacent to CP.

(25) Stage I: [RespP huh + ↑ [CP where [VP zip it]]]

The lack of a clause-type restriction in Adam’s uses of huh persists well into the fourth year of 
life. Significantly, at this stage, Adam’s combinations of huh and wh-questions lack the auxiliary, 
which is obligatory in adult questions. This, too, has important implications for modelling 
syntactic growth: the data in (23) and (24) show that i-language can combine with wh-questions 
before the acquisition of subject-auxiliary inversion, which requires the presence of the syntactic 
host for inflection (Anchoring/IP).
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The upward growing tree hypothesis, as per Friedmann et al. (2021), predicts that 
wh-questions can only occur when Anchoring is in place, contrary to fact. According to the Inward 
Growing Spine Hypothesis, however, the absence of auxiliaries is expected: the wh-pronoun 
associates with Linking (CP) without any requirement for movement of functional elements into 
the Anchoring layer as this structure is not yet acquired. 

Combinations of huh and questions disappear almost entirely after the fourth year of life, and 
the few that remain are adult-like in that the particle seeks confirmation of the appropriateness 
of the question, as in (26).

(26) Adam: What’s this about, huh?  (4;5)

This stage II is characterized by a notable increase of non-interrogative host-clauses (see Table 
1). Specifically, huh begins to occur with declaratives and fragments at the same time as the 
co-occurrence with questions decreases. We argue that this distribution corresponds to the 
expansion of the spine on either side of Linking: Grounding emerges between Responding and 
Linking, and Anchoring emerges between Linking and Categorizing (see Figure 4). Thus, with the 
emergence of Grounding, we expect huh to show first signs of reflecting beliefs, albeit without 
a clear separation of speaker and addressee beliefs. The latter is only possible once Grounding 
is unfolded to interlocutor-specific projections, i.e. GroundSpkr and GroundAdr (see Figure 5). This 
expectation is consistent with the data. For example, Sarah’s confirmation requests in (27) and 
(28) target the shared beliefs (or attitudes) of the interlocutors. This is particularly clear in the 
case of (28) since it contains a subjective judgment which excludes a scenario where the speaker 
(Sara) is not committed to the proposition. This is precisely the context where adults do not allow 
huh.

(27) Sarah: You come back, huh? (2;09) 
Mother: Yeah, I’ll come back. 

(28) Sarah: That look nice, huh? (3;05) 
Ken: Very nice.

These first instances of generalized grounding conflate the perspective of speaker and addressee. 
At this stage, there are no examples that unambiguously target the addressee’s belief only, as is 
the case in adult language. 

Next, we turn to Stage III (roughly corresponding to the fourth year of life). Here we observe 
clear examples of confirming either the speaker’s or the addressee’s belief. This is consistent with 
the postulation of an articulated grounding layer that separates GroundSpkr and GroundAdr (Figure 5). 
For example, in (29) Sarah uses huh to confirm her suspicion that the proposition encoded by the 
host utterance is true. This suspicion is based on what her mother just told her. Crucially, however, 
Sarah is not committed to the truth of p and indeed, the mother further indicates that p is false. 



22

(29) Mother: We left him down there.
Sarah: We forgot him, huh? (4; 11)
Mother: No, we didn’t forget him, but…

This type of confirmation matches the adult use of huh. Yet unlike in adult language, Sarah can 
also use huh when she is committed to the truth of p, as in (30). Here, Sarah wants to confirm 
that her mother also knows p. This is evidenced by the fact that she provides an affirmative 
answer to her mother’s response, which indicates that she is committed to the truth of p. 

(30) Sarah: We got Grampy socks, huh? (4:10)
Mother: You bought Grampy socks?
Sarah: Yeah.

As we have seen in section 5.1, this use of huh is well attested for other tags, such as Canadian 
eh, but unacceptable for adult North American huh. Thus, at this stage, Sarah has the structure 
available to separate speaker and addressee ground (as is the case in adult language). But unlike 
what is the case in adult language, Sarah uses huh as if it could associate with both layers of 
grounding. Thus, we observe a form of overgeneralization, which is – by our hypothesis – due 
to the unfolding of the grounding layers. We submit that once the structure unfolds, the child 
will – by default – assume that huh can associate with both of these newly separated layers of 
the interactional structure, GroundAdrP and GroundSpkP. Note that the separation of Grounding in 
Stage III, by hypothesis, mirrors the separation of the projections at the lower end of the spine: 
underspecified Anchoring is now expanded into tense-marking Anchoring and aspect-marking 
PoV. Consistent with this hypothesis of the spinal expansion of the Anchoring layer, we also find 
inversion errors disappear and tense is marked reliably.

In sum, the trajectory of the acquisition of huh strongly supports the Inward Growing Spine 
Hypothesis. The different stages of acquisition according to the Inward Growing Spine Hypothesis 
are schematized in Figure 7.10

	 10	 An anonymous reviewer suggests an alternative explanation for the acquisitional trajectory of huh. Specifically, they 
propose that huh is initially linked to wh-, which is, in turn, linked to the presence of a Q feature that later disappears. 
While we share the impression that early huh resembles the function of a question marker, we do not believe 
that questions – or their mappings onto interrogatives – are conversational primitives (Heim & Wiltschko 2020; 
Heim et al. 2025). This implies that Q cannot be a primitive feature of grammar. Rather, canonical questionhood 
derives from the interplay of interrogativity and calls on the addressee to respond. We have shown elsewhere that 
even syntactically complex i-language, like variant tag questions, undergo a development parallel to huh (Heim & 
Wiltschko 2021; Heim 2023). We thus find it difficult to assume a Q-based analysis for a wider range of i-language 
and therefore prefer an account that allows for a more nuanced analysis, which in turn predicts the functional 
expansion of i-language we have proposed.
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Figure 7: Incremental association of huh to the expanding spine.

Crucially, the upward growing tree hypothesis has no means of predicting this pattern. 
Indeed, we are not aware of any theory of L1A that could. For a start, i-language is rarely 
incorporated into accounts of syntactic growth; and even those accounts that do incorporate 
a detailed left periphery would not predict the inward trajectory (but see Biberauer 2018). If 
interactional language was incorporated, we assume that the upward growing tree hypothesis 
would struggle to explain how i-language can combine with p-language at a stage where the latter 
is still developing. For the acquisition of huh specifically, that hypothesis would also struggle 
with accounting for the incremental expansion within the interactional treelet because the stages 
proposed always include several projections that are related in function. 

Finally, the fact that we continue to observe non-adult-like uses of huh as in (29), which 
targets the speaker’s beliefs, well into the fifth year of life suggests that a final stage of pruning 
is necessary. In this stage, we assume that the child dissociates non-adult-like uses of UoLs. In 
the case of huh, this dissociation will have to affect its association with the speaker-oriented 
Grounding layer, while association to the addressee-oriented Grounding layer is upheld.

7 The Inward Growing Spine Hypothesis as a research agenda
In this paper, we set out to introduce i-language as part of the empirical domain that studies of 
L1A must consider. Given that i-language is systematically integrated with p-language (both in 
adult and child language), it follows that they need to be regulated by a common system. Here 
we have adopted the assumption that the use of i-language is regulated at the very top of the 
syntactic spine, the interactional spine being an extension of the spine that regulates p-language. 
The fact that children acquire i-language before some aspects of p-language suggests that the 
standard assumption according to which the spine is acquired continuously upward cannot be 
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upheld. This led us to propose the Inward Growing Spine Hypothesis according to which the outer 
edges of the spine are acquired first with the rest of the spine growing and unfolding inwardly. 
Moreover, given that the child starts with a radically different spine, the acquired UoLs will 
have to be reintegrated as the spine unfolds and existing associations will have to be pruned.11 
By integrating i-language into the empirical domain of L1A we define a novel research agenda 
which we explicate in this section. We start by making explicit the foundational assumptions that 
underlie the Inward Growing Spine Hypothesis.

7.1 Foundational assumptions
According to the bridge model (Hinzen & Wiltschko 2023), which underlies the Inward Growing 
Spine Hypothesis, language bridges two pre-linguistic, domain-general capacities: categorizing 
and social interaction. These capacities precede linguistic abilities as evidenced by the fact that 
they are present in animals as well as in neonates. Human linguistic abilities emerge when the 
spine bridges these two capacities. We hypothesize that it is the linking layer of the spine that 
first surfaces to generate this bridge, and that it is first realized in the form of the pointing 
gesture. Subsequently, the other layers of the spine unfold, as outlined in section 4. Adopting the 
bridge model and integrating i-language as part of the research agenda for L1A implicates some 
foundational assumptions, which we now discuss.

First, considering i-language to be part of grammatical knowledge requires us to reconsider 
the classic generative distinction between competence and performance. This is because these 
interactional aspects of language are part of the capacity for language, and they are acquired 
early. This conceptualization of language is in the tradition of proposals that postulate a 
communicative competence (Campbell & Wales 1970; Hymes 1972; Keenan 1974; Mittwoch 
1976; Chomsky & Lasnik 1978; Chomsky 1980; Ginzburg 2012; Wiltschko 2021).12 It is likely 
the classic generative division of language competence and performance that led to the neglect 
of i-language in generative studies of L1A. There, the study of both adult and child language 
has typically focussed on the expression of propositional thought. Once we integrate i-language 

	 11	 We are grateful for the suggestion of one anonymous reviewer to discuss the errors to be expected based on such 
reintegration, specifically the frequency of co-mission errors (Snyder 2007). Omission errors have been observed 
to significantly outrank co-mission, the misplacement of words or affixes. This is expected by our  account. It is 
important to note that co-mission errors persist at very low numbers even when the spine is in place. We therefore 
attribute co-mission to a failed association with the spine, while the omission is rooted in both the absence and 
under-specification of projections (in that order). For further details on the association with the spine, see Wiltschko 
(2014).

	 12	 We refer the reader to Wiltschko (2022) for a detailed discussion about the relation of thought, language, and 
communication, which proposes a compromise on the classic schism between language emerging for thought vs. 
communication. We believe that the important role of i-language in early child language makes it difficult to uphold 
a perspective which takes communication (or thought) to be a secondary purpose of language precisely because 
language serves to mediate thought and communication.
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into our models of grammatical knowledge, language acquisition must also be viewed through 
the lens of communication. And indeed, from its earliest stages, language links thought and 
communication, as reflected in our case study above. Huh is used interactionally even before 
it is fully integrated with p-language, and its use-conditions expand in parallel with functional 
growth in representations of p-language.

This further implies that the acquisition of i-language is to be studied on par with p-language 
and is therefore part of the syntactic acquisition process. This requires a conceptualization of 
syntax that differs from the classic one. Specifically, syntax has traditionally been viewed as the 
linguistic domain that is responsible for the combination of words to create sentences. In turn, 
this implies that syntactic acquisition starts with multi-word utterances and that only words 
that belong to p-language are relevant. Accordingly, most aspects of i-language might appear 
irrelevant as they do not belong to the classic domain of the sentence. In contrast, if we include 
i-language in this domain, then multi-modal forms of language (e.g., intonation, gestures, and 
eye gaze) will have to be considered as well, since these belong to i-language. And if so, syntactic 
acquisition starts much earlier than the classic multi-word stage (cf. Radford 1996; Friedmann et 
al. 2021). On this view, syntactic combination is not defined by the combination of words with 
each other, but rather by the systematic combination of any linguistically significant form with 
the spine. Crucially, systematicity here must be defined based on the child’s output rather than 
on specific conventions of the language community the child is born into. From the start, verbal 
behavior is entrenched in communicative contexts. Just like there is evidence that a child’s 
linguistic competence of p-language cannot be deduced from production data alone, we submit 
that the competence for i-language, too, is present before it is produced. Consequently, we need 
to look at preverbal behavior for evidence of the structural development of the interactional 
spine. Early on, there is evidence for synchronization between infants and caregivers in preverbal 
communicative behavior. Of particular interest are vocalizations from newborns that are directed 
toward their caregivers. These are often contingent on the caregiver’s turn and occur with little 
delay (Dominguez et al. 2016). At 5 months, turn-taking assumes a language-specific format with 
very few gaps and overlaps between turns (Hilbrink et al. 2015). Only when joint attention and 
pointing begin to surface, does the synchronization of turns begin to include noticeable pauses, 
which likely reflects the planning of an utterance by the infant. According to the Inward Growing 
Spine Hypothesis, Linking (arguably first instantiated by the pointing gesture) allows the infant to 
communicate its observation about the world. Categorizing the world is now linked to interacting 
with other individuals. Thus, the first concrete evidence for the presence of Linking consists of 
combinations of early (pre-)verbal utterances and gestures, which anticipate the earliest word-
gesture combinations. Carter (1978) shows that speech acts initially consist of sound-gesture 
combinations, such as headshakes and nasalized glottal stop sequences for rejections and [d]- or 
[l]-initial sounds and pointing for drawing attention to an object. 
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As a case in point for early systematic and complex communicative behavior, consider an 
example from the Forrester corpus (Forrester 2002). In (31), the father readily engages with Ella’s 
combination of hand gestures, rising intonation, and monosyllables by offering an adult variant 
of the utterance in his response. This response interprets the child’s utterance as a question (with 
whaa strongly resembling adult what) and the pointing to an object as demonstrative (that in the 
father’s words). 

(31) Ella: Whaaa↑ [raises arm] (1;00 – Forrester Corpus)
Ella: Yehh↑ [points to object with extended index finger]
Father: No, what’s that? Huh?
Father: I don’t know, do you?

We suggest that the child’s raised arm and rising intonation serve as a request for a response and 
thus as being associated with RespP. We further suggest that yehh↑ links the response layer with 
the categorizing layer by communicating Ella’s interest in an object (the target of the pointing 
gesture) to her interactant. 

Cases like this indicate that there is no discrete step from which non-syntactic single-word 
utterances turn into syntactically integrated multi-word utterances, just as there is no discrete 
step from where variegated (non-repetitive) babbling turns into a one-word stage (Messick 1984). 
Syntax begins where turn-taking (in Response) and first syllables (in Categorization) are linked in 
meaningful, dialogical communication well before the arrival of multiword utterances. 

In sum, integrating i-language into the study of L1A requires the study of language well 
before the use of words, hence the research agenda has to include the study of the child’s 
preverbal competence. The exploration of i-language implicates that we do not just study the 
content of children’s utterances but also the way this content is communicated (e.g., joint 
attention seeking, pointing, drawing attention, etc.). Crucially, pre-verbal communicative 
interactions are primarily facilitated by multi-modal cues, such as in example (31). Gestures 
and gaze serve as substitutes for referring to words yet unknown or not yet pronounceable. 
Because these interactions are combining turn-taking and categorizing, we assume a syntactic 
representation.

7.2 A Novel Research Agenda
Given that i-language has largely been ignored in previous studies of L1A, there are currently 
no models available that look at the way early i-language and p-language relate to each other. 
It is essential to establish the sequencing of acquisition of p-language relative to i-language. The 
Inward Growing Spine Hypothesis is the only framework that makes clear predictions about this 
trajectory and initiates the exploration of i-language as a systematic research agenda. Specifically, 
it invites the following new research questions: 
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(32) What is the onset and trajectory of acquisition of different UoLs that belong to 
i-language? Does the complexity in function of these interactional UoLs contribute 
to their variation in acquisition? (Interactional UoLs include sentence-final particles, 
response markers, interjections, and vocatives, as well as their combination with multi-
modal means of communication, including intonation, gestures, and eye gaze.)

(33) What is the relative timing of the acquisition of i-language and p-language? Is there 
evidence for simultaneous unfolding within the two domains? For example, do 
Grounding and Anchoring emerge simultaneously? Do Grounding and Anchoring unfold 
simultaneously into their two articulated layers (i.e., speaker and addressee-oriented 
ground and tense and aspect, respectively)? Are there corresponding patterns in the 
nominal domain (see the discussion below)?

(34) Are there correlations of the development of i- and p-language with the development 
of general cognitive capacities (e.g., the development of a theory of mind and its 
precursors and the unfolding of speaker vs. addressee-oriented Ground)? 

(35) Does input from more than one language prolong periods of under-specification and 
delay the process of pruning? While such delays are to be expected overall, it seems 
promising to investigate this for individual layers, such as Anchoring and PoV given 
their cross-linguistic variation (see, for instance, Andreou & Tsimpli 2017).

While the study of i-language in the context of L1A is new, the study of the acquisition of 
p-language has a long tradition. However, the Inward Growing Spine Hypothesis leads to a novel 
set of predictions that run counter to models that assume an upward trajectory of maturation. 
Specifically, it predicts the following trajectory of acquisition for p-language (parallel to 
i-language, see Figures 3–6). 

(36) Stage 0: [vP Categorizing]
Stage I: [CP Linking [vP Categorizing]]
Stage II: [CP Linking [IP generalized Anchoring [vP Categorizing]]]
Stage III: [CP Linking [IP temp. Anchoring [AspP asp. PoV [vP Categorizing]]]]

By hypothesis, the Inward Growing Spine Hypothesis applies to both the clausal and the nominal 
spine. This follows Wiltschko’s (2014) Universal Spine Hypothesis, according to which the spine is 
intrinsically category-neutral (i.e., not specified for being verbal or nominal). In turn, Wiltschko’s 
claim is based on the well-documented parallelism between the clausal and the nominal spine 
(Chomsky 1970, Abney 1987, a.o.). If indeed the spine is not intrinsically nominal or verbal, it 
follows that the Inward Growing Spine Hypothesis should equally apply to both instantiations. 
We submit that this provides a fruitful avenue of analysis for the acquisition of determiners, 
for example. We consider it likely that the acquisition of articles mirrors the development of 
i-language, as exemplified by our case study of huh. Indeed, early articles lack a clear distinction 
between definite and indefinite uses. Schaeffer & Matthewson (2005) show that the in/definite 
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distinction in St’at’imcets (Lillooet Salish) resembles the usage of early articles in English. In 
contrast to adult English, both St’at’imcets and child English allow a definite article in contexts 
where the addressee is unfamiliar with the referent. In adult English, these contexts require an 
indefinite article. Schaeffer & Matthewson (2005) propose for English children that a concept 
of non-shared assumptions is responsible for this overextension. This pattern is amenable to an 
analysis according to which the Grounding layers in the nominal spine are not yet articulated. 
Interestingly, Guasti et al. (2008) make a similar proposal for Dutch children omitting articles. 
Spoken adult Dutch allows bare singular nouns if speaker and addressee have shared knowledge 
of the referent. Thus, both Schaeffer & Matthewson (2005) and Guasti et al. (2008) independently 
draw on an ability to distinguish interlocutor beliefs to explain the acquisition of articles. This 
is consistent with the hypothesis that the child starts with a generalized Grounding layer where 
speaker and addressee ground cannot be distinguished.

7.3 The Inward Growing Spine Hypothesis and p-language
Finally, we briefly discuss how the Inward Growing Spine Hypothesis addresses classic problems 
in research on the acquisition of the syntax of p-language. Specifically, we briefly discuss the 
acquisition of Anchoring, whose trajectory is difficult to analyse on the assumption that trees 
grow upwards but falls into place assuming the Inward Growing Spine Hypothesis. 

In adult English, the Anchoring domain corresponds to what is known as IP, the syntactic 
layer of structure that hosts tense and agreement morphology, as well as grammatical subjects. 
IP is located above AspP, which hosts aspectual morphology and grammatical objects, and below 
CP, which hosts complementizers, wh-pronouns, and auxiliaries in questions and negation. 
According to the upward growing tree hypothesis, AspP and IP should be acquired before CP. 
However, the empirical facts do not bear out this prediction. 

To see this, consider again the data in (23) and (24) repeated from above. At the age of 2;07, 
Adam uses wh-questions (marked by an utterance initial wh-word) but the rest of the clause 
differs significantly from its adult counterpart. What is missing is precisely the UoLs that occupy 
IP: subjects, auxiliaries, and inflection for tense and agreement. 

(23) Adam: Where go, huh? (2;07) 
Mother: I don’t know. 

(24) Adam: Where zip it, huh? (2;07) 
Adam: There. Zip it right there.

Note that the absence of IP-internal material is independent of the presence of huh. That is, Adam 
also produces wh-questions without subjects, auxiliaries, or inflection when he does not use the 
sentence-final huh, as shown in (37)–(39). The presence of the wh-pronoun is key for our claim 
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here since the growing spine hypothesis also assumes IP to come after an initial vP/VP stage 
where subjects stay low. Postverbal subjects of various kinds are in fact well attested in early, 
tenseless multiword utterances (see e.g., Tsimpli 1992 citing examples from Bowerman 1990: 
“ride Christy”, “fall mommy” or “write Sissy”). Yet any material above IP before the arrival of 
subject movement is not expected in a strictly upward growing tree.

(37) Adam: Where go ? (2;03)

(38) Adam: Where ball go? (2;03)

(39) Adam: Where dat [: that] come from? (2;04)

This pattern follows straightforwardly from the assumption that CP (i.e., Linking) is present before 
IP (Anchoring). Specifically, it appears that VP-internal material (the verb with its arguments) can 
be realized in combination with an utterance-initial wh-word (by our hypothesis, occupying Spec, 
CP). However, auxiliaries and inflection (associated with IP in adult language) are conspicuously 
absent.13 

To account for this pattern, the upward growing tree hypothesis has to be enriched with 
auxiliary assumptions. Specifically, it is often assumed that children truncate structure (Rizzi 
1993) which is (in principle) available to them (e.g., the CP). Significantly, the presence of some 
finite wh-questions in English is challenging for this approach (see Guasti 2017 for an overview). 
The data in (37)–(39) would then require the wh-pronoun to associate with the specifier of 
whatever root node is available after truncation. This option is, however, not considered by 
Friedmann et al. (2021) because the use of wh-questions will always require an adult-like 
structure in the lower IP domain. 

The truncation account is typically also invoked for another property that characterizes English 
child language, namely the frequent absence of subjects (Hyams 1986), as in (37) above. That is, 
subjects may be absent in the context of wh-questions, which differs from adult English, where 
subject drop is ungrammatical (apart from fragments, diary style, and imperatives). However, 
subject drop is consistent with the assumption that the spine grows inwards. Accordingly, the CP 
will first embed VP thus providing no position for grammatical subjects. Note that the presence 
of subjects in early child language does not contradict the claim that Anchoring is acquired 
late. That is, assuming the VP-internal subject hypothesis it follows that subjects may remain 

	 13	 An anonymous reviewer points out that child utterances like “peas please” might be instances of early topic 
constructions that precede other structural complexity. If so, this would follow from our proposal. Specifically, it 
would be an early instantiation of Linking (CP), the host of the topic, which according to our hypothesis appears early. 
It links the categorizing structure to the interactional structure (see section 5). We leave the empirical verification of 
any expansion of CP reminiscent of Rizzi’s (1997) finer structure of the left periphery with dedicated focus and topic 
positions to further research.
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VP-internally and thus may occur early on. Thus, the optional presence of subjects (as seen in 
(37) and (38)) can be analyzed as the realization of a VP-internal subject. Arguably, the overt 
realization of subjects becomes mandatory only when the Anchoring layer unfolds completely.14 
This hypothesis is consistent with the fact that expletive subjects are acquired significantly later 
than lexical subjects (Yang 2002). It follows if early subjects are VP-internal and hence necessarily 
thematic. Consistent with this idea is the fact that agreement surfaces around the same time as 
expletive subjects, namely at the age of 3;0 (Lukyanenko & Miller 2023).

Finally, according to the Inward Growing Spine Hypothesis, the Anchoring category is predicted 
to first emerge as a category that subsumes both IP and AspP of adult English (see Vainikka & 
Young-Sholten 1996 for a similar proposal in second language acquisition). This is consistent 
with the well-known observation that in the course of L1A, tense and aspect inflections are 
often applied inconsistently (see Guasti 2017 citing Valian 1991; 1992; Wexler 1998). Moreover, 
according to Valian (2006), 2.5-year-olds perform better with tense comprehension than with 
aspect comprehension against the prediction of the Aspect First Hypothesis (Antinucci & Miller 
1976), which assumes the opposite order. This is consistent with the Inward Growing Spine 
Hypothesis but is not expected under the classic upward growing tree trajectory according to 
which aspect should be acquired before tense.

7.4 Possible alternatives to the Inward Growing Spine Hypothesis
Assuming that i-language is part of grammar, and thus part of the spine (Section 3), the fact that 
i-language is acquired early casts doubt on the assumption that the spine matures in an upward 
trajectory. In this paper, we have proposed an alternative, according to which the spine matures 
in an inward fashion (Section 5). 

An anonymous reviewer suggests an alternative, which would save the traditional view that 
the spine matures in an upward fashion. According to this reviewer, “the early emergence of 
interactional phenomena could simply be an artefact of such phenomena being a system separate 
to the syntax (or at least not integrated into the syntactic spine). If interactional phenomena 
aren’t part of the syntactic spine beyond some interface condition, their early emergence could 
be quite independent of the growth of the syntactic spine, and there would be no need to propose 

	 14	 In English, early sentences with intransitive root infinitives and subjects are structurally ambiguous. It is unclear 
whether an utterance like Ball go involves movement of the subject to IP. This is because go is an unergative verb 
which is base-generated as the external argument of the verb (Perlmutter 1978). Only an unaccusative subject, 
which is base-generated as the internal argument, would convincingly show movement when it occurs sentence-
initially. Friedmann et al. (2021) predict subject-verb and verb-subject alternation for unaccusative subjects to occur 
early on (at their stage 1) among the first multiword constructions. And indeed, Adam produces both low and high 
unaccusative subjects at 2;03 (I fell down) and 2;04, (fell down Mummy rug), respectively. But we can also report 
contemporary unaccusatives without a subject that occur with a vocative, such as fell down, Mommy (2;06). We will 
have to explore the sequencing of vocatives and subjects of unaccusatives in future research.
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the inward growing spine hypothesis.” In other words, the reviewer suggests that the acquisition 
of i-language fundamentally differs from the acquisition of p-language and hence need not be 
taken into consideration when modelling the acquisition of (p-)language, where i-language is 
typically ignored, as illustrated in Figure 8 where ‘*’ signifies recursive input. 

Figure 8: Classic assumptions regarding language acquisition.

On this view, what is modelled is the acquisition of p-language alone: only units of 
p-language (Uop-L) are considered, and grammatical development is viewed as the development 
of the propositional spine. This is in fact the implicit assumption that underlies all work on the 
acquisition of syntax and has led to the status quo where the question as to how i-language is 
acquired is not addressed. It is, of course, an empirical fact that the input for the child contains 
units of interactional language (Uoi-L). Hence, a comprehensive theory of language acquisition 
will have to take into consideration how these are acquired alongside propositional language. 
What the reviewer suggests is something along the lines schematized in Figure 9, where the 
acquisition of i-language is qualitatively different from the acquisition of p-language. 

Figure 9: Acquisition of i-language differs qualitatively from acquisition of p-language.
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This model, however, faces some challenges which our proposal does not. Specifically, the 
assumption that i-language is different exacerbates the classic word discovery problem (Brown et 
al. 1969), i.e., the problem as to how children are able to identify words even though there are no 
reliable signals in speech. Assuming that i-language is acquired in ways that are fundamentally 
different from the way units of p-language are acquired only amplifies this problem. This is 
because the child does not only have to identify words, she will also have to determine whether 
a given unit “counts” as a word belonging to p-language and hence will need to be integrated 
into the spine or whether it does not count as such and will have to be ignored.15 What would 
make this task particularly difficult is the fact that many units of i-language are identical to units 
of p-language, with their difference in use correlating with a difference in syntactic distribution. 
For example, in English right can be used as a propositional predicate (We might be right.) or as 
an interactional confirmational (I know, right?). In fact, it is well-documented that propositional 
language can develop into interactional language (Haegeman & Hill 2013), akin to processes of 
grammaticalization (Heine 1997; Shukla et al. 2022).  

Moreover, recall that we assume that grammatical knowledge in adults includes i-language 
(see Sections 3 and 7.1). If so, the proposal sketched in Figure 9, will have to be augmented with 
a mechanism which – at some point during language acquisition – will integrate i-language and 
p-language to arrive at the adult system, as in Figure 10, where grammatical development is first 
restricted to p-language before i-language is integrated.

Figure 10: Integrating i-language during the course of acquisition.

Crucially, the hypothesized separation of the acquisition of i- and p-language could only be 
maintained until we see the development of i-language that unequivocally requires syntactic 
integration. Variant tag questions like It’s raining, isn’t it? are a case in point. They require 

	 15	 In turn, this logic also implies that there is not only a word discovery problem, but also a sentence discovery problem. 
Specifically, being able to identify what belongs to p-language amounts to being able to recognize what counts as 
p-language and hence what belongs to sentence grammar even when evidence for sentencehood is likely absent from 
the speech signal.
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agreement and movement processes as well as an awareness of speaker knowledge for licensing 
their use. Traditionally, these tags have been assumed to be acquired late due to their syntactic 
complexity (Bellugi 1965). Yet, novel data from British English (Woods & Roeper 2021; Heim 
2023) clearly show that children produce adult-like tag questions as early as 2;02 – an age 
where even conservative estimates assume the presence of syntactic representations (Diessel 
1984). If syntactically integrated i-language is available so early, the requirement to separate the 
acquisition path of i- and p-language would have to end here. Thus, ignoring early i-language 
in modelling language acquisition comes at a price: it requires us to enrich the model of the 
language faculty with a component that is responsible for the acquisition of i-language and one 
that will then allow for its integration. We thus submit that the assumption that i-language is 
acquired with p-language at the outset, as in Figure 11, is more parsimonious than relegating it 
to a different system.

Figure 11: Acquisition of i-language is part of the grammatical development.

But if i-language is part of the syntactic acquisition path then the classic assumption that the 
syntactic spine matures in an upward fashion cannot be upheld. Hence, the goal of this paper was 
to introduce a viable alternative.

8 Conclusion
The Inward Growing Spine Hypothesis is the first model that can account for the early acquisition 
of i-language. In addition, it also allows for promising reanalysis of observations in the acquisition 
of p-language which have proven problematic for classic maturational accounts that assume an 
upward trajectory of syntactic development. We thus hope that this article inspires a fresh look 
at L1A of syntactic structure, particularly through the lens of i-language, along the lines of the 
research agenda we have sketched. 
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