
RESEARCH

Long-distance consonant agreement and 
subsequentiality
Huan Luo
Department of Linguistics and Cognitive Science, University of Delaware, Newark, DE 19716, US
hluo@udel.edu

Johnson (1972) and Kaplan & Kay (1994) showed that phonological processes belong to the 
 computational class of regular relations. This paper provides a computational  analysis of  long-
distance consonant agreement and shows that it belongs to a more restricted  computational 
class called subsequential. This paper further argues that subsequentiality is a desirable 
 computational characterization of long-distance consonant agreement for the following reasons. 
First, it is sufficiently  expressive. Second, it is restrictive as it accounts for the absence of 
pathological patterns like Majority Rules and Sour Grapes from the typology (Heinz & Lai 2013), 
standing in contrast to Agreement by  Correspondence analysis in Optimality Theory (Rose & 
Walker 2004; Hansson 2007).
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1 Introduction
Long-distance consonant agreement (hereafter LDCA) is a phonological phenomenon 
whereby consonants of a particular type are required to agree with each other in some 
property. Two conditions must be met so as to be regarded as long-distance in nature: first, 
consonants involved in alternation are separated by at least one intervening  segment; sec-
ond, the intervening segments do not participate in the harmony process in any  obvious 
way (Hansson 2001; 2010). Data in (1) show an example of LDCA process in Samala.

(1) Samala sibilant harmony Applegate (1972)
/k-su-∫ojin/ → k-∫u-∫ojin ‘I darken it.’
/s-api-t∫ho-it/ → ∫-api-t∫h o-it ‘I have a stroke of good luck.’
/s-api-t∫ho-us-wa∫/ → ∫-api-t∫h o-u∫-wa∫ ‘he had a stroke of good luck.’
/ha-s-xintila-wa∫/ → ha-∫-xintila-wa∫ ‘his former gentile name.’
/s-i∫-ti∫i-jep-us/ → s-is-tisi-jep-us ‘they (two) show him.’

In Samala, all sibilants agree in anteriority with the rightmost sibilant sound. For instance, 
/∫/ in suffix /-wa∫/ triggers the harmony: all preceding sibilant sounds, namely, /s/ in 
prefix /s-/ and /s/ in suffix /-us/, become [∫] to agree with it in anteriority. Notice that 
the alternating segments are separated by several intervening segments, but none of these 
are affected by the harmony process.

Based on Hansson’s typological study of LDCA patterns in worlds’ languages, this paper 
presents a novel analysis of LDCA from a computational perspective (Hansson 2010).1 It 

 1 A number of cases in Hansson’s study are static cooccurrence restrictions (morpheme structure constraints, 
MSCs), since these cases are not manifested in alternations, this paper will not consider such cases.

Glossa general linguistics
a journal of Luo, Huan. 2017. Long-distance consonant agreement and 

subsequentiality. Glossa: a journal of general linguistics 
2(1): 52. 1–25, DOI: https://doi.org/10.5334/gjgl.42

mailto:hluo@udel.edu
https://doi.org/10.5334/gjgl.42


Luo: Long-distance consonant agreement and subsequentialityArt. 52, page 2 of 25  

has been argued that phonological processes belong to the computational class of regular 
relations (Johnson 1972; Kaplan & Kay 1994). A stronger hypothesis is that  phonological 
processes in fact belong to particular subregular regions, that is, more restricted than 
being regular (Heinz 2009; 2010). Recent work have shown that phonological patterns 
such as epenthesis, metathesis, and vowel harmony are subregular (Chandlee & Heinz 
2012; Heinz & Lai 2013). This paper will show that LDCA patterns also belong to a sub-
regular region called subsequential. Specifically, this paper will show that the attested 
LDCA patterns divided into 3 major subtypes—Type 1: unbounded regressive R → L, 
Type 2: asymmetric regressive R → L, and Type 3: asymmetric progressive L → R—are all 
subsequential (by way of showing each type is describable by subsequential finite-state 
transducers).2

This paper contributes to the field of long-distance phonology in that, first of all, 
it provides an alternative analysis of LDCA from a computational perspective. The 
advantage of this analysis as compared to traditional approaches like Agreement by 
Correspondence (ABC) is that, as will be shown, it accounts for the attested LDCA cases 
at least as equally well; in addition, it is successful in eliminating  pathological patterns 
like Majority Rules and Sour Grapes which are predicted under the ABC approach. 
Second, the computational approach offers a way to evaluate the complexity of 
 phonological processes on the basis of expressivity. Being subsequential (describable by 
subsequential finite-state transducers) is less complex than being regular (describable 
by finite-state transducers), which suggests that LDCA patterns are computationally less 
complex than previously realized. This paper therefore identifies a stronger computa-
tional property that characterizes the nature of LDCA processes, lending support to the 
hypothesis that  phonological processes are subregular. Together with previous work on 
long-distance vowel harmony (Heinz & Lai 2013), long-distance consonant dissimilation 
(Payne 2014), this paper contributes to a better understanding of the computational 
nature of long-distance phenomenon.

The paper is structured as follows. Section 2 reviews Agreement by Correspondence 
(ABC) approach to LDCA and shows that under the ABC approach, pathological patterns are 
predicted. Section 3 provides background information about the computational approach 
taken by this paper. Section 4 presents the computational analysis of LDCA processes and 
establishes that they are subsequential. The analysis shows that most unbounded LDCA 
processes, divided into 3 types are subsequential, and that the bounded transvocalic pro-
cesses are also subsequential. Section 5 discusses implications and contributions of this 
work, possible directions for future research, and concludes.

2 Pathological patterns
2.1 Review of ABC
The Agreement by Correspondence (ABC) analysis suggested that participating seg-
ments of LDCA in the output must be in correspondence with each other (checked 
via Corr-C↔C constraints), and that agreement is determined by Identity constraints 
(i.e. ID-CC (F)) that check feature matching in corresponding segments (Rose & Walker 
2004). The generalized schema for these constraints, following Rose & Walker (2004), 
is given in (2).

 2 Hansson suggested that there are no instances of absolute directionality involving progressive assimilation, 
and that when it occurs it is a by-product of the influence of morphological constituent structure (Hansson 
2010: 152). In this paper “progressive” is used only as a descriptive term, emphasizing the directionality is 
left-to-right as it is important to the proposed analysis.
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(2) a. Corr-C↔C: Let S be an output string of segments and let Ci, Cj be segments 
that share a specified set of features F. If Ci, Cj ∈ S, then Ci is in a relation 
with Cj; that is, Ci and Cj are correspondents of one another.

b. ID-CC (F): Let Ci be a segment in the output and Cj be any correspondent of 
Ci in the output. If Ci is [F], then Cj is [F].

In order to incorporate directionality Rose & Walker (2004) modified ID-CC (F) constraints 
as defined in (3). Following Hansson (2007), this paper assumes a “local” evaluation of 
correspondence n-tuples, that is, segments stands in a correspondence relation is treat as 
a set of pairwise relations.3 For a 4-tuple standing in the correspondence relation [...Ci,1...
Ci,2...Ci,3...Ci,4...], for instance, each ID-CC (F) constraint is evaluated on three pairs, C1/C2, 
C2/C3, and C3/C4.

(3) a. ID-CLCR (F): Let CL be a segment in the output and CR be any correspondent 
of CL such that CR follows CL in the sequence of segments in the output  
(R > L). If CL is [F], then CR is [F].

b. ID-CRCL (F): Let CL be a segment in the output and CR be any correspondent 
of CL such that CR follows CL in the sequence of segments in the output  
(R > L). If CR is [F], then CL is [F].

Tableau (4) illustrates with a hypothetical example of progressive sibilant harmony, 
 triggered by the leftmost [–ant] sibilant.4 IDIO(F) constraints are used to enforce faith-
fulness between input and output, formulated in accordance with the general IDENT(F) 
schema given in McCarthy & Prince (1995). Under local evaluation, candidate (4a) incurs 
two violations of the ID-CLCR[–ant] constraint because of the initial and final [∫x...sx] pairs. 
The middle [sx...∫x] pair does not incur any violation as only [–ant] triggers  agreement. 
Candidate (4b) incurs three violations of the Corr-s↔∫ constraint as all three pairs of 
adjacent sibilant segments are not in correspondence relation; however, it does not vio-
late the ID-CLCR[–ant] constraint as each pair of corresponding sibilant segments agrees in 
anteriority. Candidate (4c) and (4d) exemplify progressive and regressive harmony pat-
terns, respectively. Candidate (4c) is the winner as the IDIO[–ant] is higher ranked than 
IDIO[+ant]. Candidate (4e) represents a “shifting pattern” that will never surface as it is 
harmonically bound by candidates like (4c) and (4d).

(4) Hypothetical example of progressive sibilant harmony:

/∫...s...∫...s/ Corr-s↔∫ ID-CLCR[–ant] IDIO[–ant]

a. ∫x...sx...∫x...sx  **!

b. ∫x...sy...∫x...sy **!   

☞ c. ∫x...∫x...∫x...∫x    

d. sx...sx...sx...sx   **!

e. ∫x...∫x...sx...∫x  *!  

 3 Hansson argued against a “global” evaluation on the grounds that it makes bizarre typological predictions, 
which will be discussed in the next section.

 4 Neutral segments, i.e. consonants and vowels that do not participate in the harmony process, are omitted 
from the presentation.



Luo: Long-distance consonant agreement and subsequentialityArt. 52, page 4 of 25  

2.2 Majority Rules in ABC
Majority Rules (MR) is a bizarre type of unattested harmony patterns where the harmony 
trigger is determined solely by the majority of segments in the input with a particular fea-
ture value (Lombardi 1999; Bakovic 2000). For instance, let [+]/[–] represents [+F]/[–F] 
segments. If the input contains two +’s and one – (e.g. /+–+/), then the  output will have 
three +’s [+++], but if the input contains two –’s and one + (e.g. /– – +/), the output 
will be [– – –].

Hansson argued against a “global” evaluation of correspondence n-tuples on the grounds 
that it makes bizarre MR-type typological predictions. A simple example in (5), adapted 
from Hansson (2007), illustrates. Tableau (5) shows a hypothetical progressive sibilant 
harmony system where both [+ant] and [–ant] trigger agreement (ID-CLCR[+ant] and 
ID-CLCR[–ant] are collapsed into ID-CLCR[±ant] for convenience, S represents potential 
sibilant targets). The global evaluation will create a tie between candidates (5b) and 
(5c), and which one surfaces as the winner will depend on the lower ranked faithfulness 
constraints (i.e. IDIO[+ant] and IDIO[–ant]). This creates a MR-type effect as whichever 
[±ant] value matches the majority of the three potential targets will become the har-
monizing feature. To see this more clearly, Tableau (6) shows that if two of the three 
unspecified S’s were /s/’s and one were /∫/, among the four candidates that are being 
considered,5 the winning candidate will be (6c) where the last three sibilants agree with 
[s] based on the ranking of faithfulness constraints IDIO[–ant] >> IDIO[+ant]. Tableau 
(7) shows, on the other hand, that under the same constraint ranking, if two of the three 
unspecified S’s were /∫/’s and one were /s/, the winning candidate will be (7d) where the 
last three sibilants agree with [∫].

(5) MR-type effects under a “global” evaluation:

/∫...z...S...S...S/ *Ʒ Corr-s↔∫ ID-CLCR[±ant]

a. ∫x...zy...∫x...∫x...∫x ****!

☞ b. ∫x...zx...∫x...∫x...∫x ****

☞ c. ∫x...zx...sx...sx...sx  ****

d. ∫x...Ʒx...∫x...∫x...∫x *!   

(6) More underlying /s/’s: 

/∫...z...s...s...∫/ *Ʒ Corr-s↔∫ ID-CLCR[±ant] IDIO[ant]

a. ∫x...zy...sx...sx...∫x  ****!

b. ∫x...zx...sx...sx...∫x   ******!

☞ c. ∫x...zx...sx...sx...sx   **** *

d. ∫x...zx...∫x...∫x...∫x   **** **!

 e. ∫x...Ʒx...∫x...∫x...∫x *!   ** 

 5 Candidates like sx...zx...sx...sx...sx are not considered in Tableaux (5) – (7), as this example is intended to 
show a progressive harmony process. It is assumed that there are higher ranked constraints that enforce the 
direction of the harmony process.
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(7) More underlying /∫/’s: 

/∫...z...∫...∫...s/ *Ʒ Corr-s↔∫ ID-CLCR[±ant] IDIO[ant]

a. ∫x...zy...∫x...∫x...sx  ****!  

b. ∫x...zx...∫x...∫x...sx   ******!

c. ∫x...zx...sx...sx...sx   ****  **!

☞ d. ∫x...zx...∫x...∫x...∫x    **** *

e. ∫x...Ʒx...∫x...∫x...∫x *!   * 

Under a “local” evaluation, as Hansson pointed out, the tie between candidate (5b) and 
(5c) disappears. As shown in (8), (5b) incurs two violations of ID-CLCR[±ant] constraint 
against one for candidate (5c).6 However, this solution is not entirely satisfactory as it still 
predicts another type of well-known pathological patterns called Sour Grapes (Wilson 
2003a;b; Finley 2008).

(8) A “local” evaluation breaks the tie: 

/∫...z...S...S...S/ *Ʒ Corr-s↔∫ ID-CLCR[±ant]

a. ∫x...zy...∫x...∫x...∫x  ****!

b. ∫x...zx...∫x...∫x...∫x  **

c. ∫x...zx...sx...sx...sx   *

d. ∫x...Ʒx...∫x...∫x...∫x *!   

2.3 Sour Grapes in ABC
Sour Grapes (SG) refers to a type of logically possible, but unattested vowel harmony 
 pattern. Padgett (1995) defined Sour Grapes harmony as “Either all features must spread, 
or none will...” That is, SG patterns require all vowels agree with respect to some feature 
unless there is an opaque vowel present. Following Heinz & Lai (2013), such mappings 
can be schematically represented as in (9), where [+]/[–] represents [+F]/[–F] vowels, 
and [⊞]/[⊟] represents [+F]/[–F] opaque vowels. Consonants are not relevant to the 
process and are omitted from the representation.

(9) SG mappings: 

UR SF

+ – – – – → + + + + +
+ – – – ⊟ → +  –   –  –  ⊟

Tableau (10) and (11) show that SG patterns are predicted under the ABC approach with 
local evaluation. Tableau (10) shows that when an opaque vowel (i.e. ⊟) is present, [+F] 

 6 This is not to say that local evaluation solves the MR problem, but that it is advantageous to global evalua-
tion because it has a better chance to avoid the MR-type effects without relying on the lower ranked faith-
fulness constraints.
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feature does not spread and the winner is the faithful candidate. Tableau (11) shows, on 
the other hand, under the same constraint ranking, [+F] feature spread throughout the 
word when there is no opaque element present.

(10) SG patterns, when opaque element present: 

/+– – – ⊟/ *⊞ IDIO[+] Corr-+ ↔ – ID-CLCR[+] IDIO[–]

☞ +x  –x  –x  –x ⊟x   *

+y –x  –x  –x ⊟x   *!

+x+x –x  –x ⊟x    * *!

+x+x+x  –x ⊟x     * **!

+x+x+x+x ⊟x    * ***! 

+x+x+x+x ⊟y   *!  *** 

+x+x+x+x ⊞x *!   ****

 –x  –x  –x  –x ⊟x  *!  

(11) SG patterns, when no opaque element present: 

/+– – – –/ *⊞ IDIO[+] Corr-+ ↔ – ID-CLCR[+] IDIO[–]

+x –x  –x  –x  –x     *!

+y –x  –x  –x  –x   *!

+x+x –x  –x  –x  *! *

+x+x+x –x  –x   *! **

+x+x+x+x  –x  *! *** 

☞ +x+x+x+x+x     ****

 –x  –x  –x  –x –x  *! *

As Majority Rules and Sour Grapes are referred to as pathological, a desirable  phonological 
theory should be able to eliminate these unattested patterns, while adequately account for 
the attested ones. The ABC approach is successful to the extent that MR-type effects can 
be avoided under the local evaluation of constraints, however, it still makes  pathological 
predictions about the SG patterns. In the following sections this paper proposes an 
alternative approach to LDCA from a computational perspective, and suggests that it is 
desirable to characterize LDCA by the computational class called “subsequential”. Section 
3 introduces some basic concepts of the computational approach and how it can be useful 
in modeling phonological processes like LDCA. Section 4 presents the computational 
analysis and shows that it adequately accounts for the attested LDCA processes. Section 
5.1 discusses how subsequentiality is effective in eliminating MR and SG patterns.
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3 The computational approach
3.1 Pattern complexity
The computational approach taken by this paper employs the notion of the Chomsky 
Hierarchy, which allows for comparisons of the relative complexity of patterns within 
and across linguistic domains. The Chomsky Hierarchy classifies patterns according to 
their computational complexity (Chomsky 1956; Partee et al. 2012), that is, the expres-
sive power of the grammar needed to generate such patterns. Each region is formally 
more expressive (i.e. more complex) than the region nested within it. For instance, reg-
ular patterns are less complex than context-free patterns, which is less complex than 
context-sensitive patterns. Previous work in computational analysis of natural language 
patterns have shown that syntactic patterns require grammars higher up in the Chomsky 
 Hierarchy. English Nested Embedding, for instance, is context-free (Chomsky 1956), and 
Swiss  German Crossing dependencies are context-sensitive (Schieber 1985).

(12) The Chomsky Hierarchy:
finite ⊂ regular ⊂ context-free ⊂ context-sensitive ⊂ recursively enumerable

3.2 LDCA mappings are subsequential
This paper focuses on the computational nature of phonological processes, which can 
be thought of as string-to-string mappings, that is, the mapping from underlying forms 
(/UR/ as strings) to surface forms ([SF] as strings). It has been shown that  phonological 
processes are regular relations (Johnson 1972; Kaplan & Kay 1994). The regular region 
shown in (12) refers to sets of strings. Regular relations, in contrast, refer to sets of string 
pairs (e.g. the set of (/UR/, [SR]) pairs when considering phonological processes).

Recent work have suggested that phonological processes may be subregular, i.e. less 
complex than regular (Heinz 2010; Heinz & Lai 2013). It is desirable to find a nar-
rower bound as it is known that many regular relations generate patterns that are 
unattested in natural language phonology. The class of subsequential functions are 
nested within the regular region, therefore are less complex than regular. This paper 
will show that LDCA mappings are subregular, specifically, they are subsequential. 
Chandlee defined three subclasses of subsequential functions—Input Strictly Local 
(ISL) and Output Strictly Local (OSL, Left-OSL and Right-OSL)—and showed that ISL 
and OSL functions are sufficient to model a range of local phonological processes such 
as final voice devoicing, insertion, deletion etc. (Chandlee 2014; Chandlee et al. 2014; 
2015). ISL and OSL functions crosscut the subsequential region, as shown in Figure 1, 
which suggests that local phonological processes are even less complex than subse-
quential.7 However, as Chandlee discussed, these functions are not sufficient to model 
long-distance processes.

3.3 Subsequential finite-state transducers
The class of subsequential functions are describable with subsequential finite-state trans-
ducers (hereafter SFSTs). Figure 2 shows a simple example of a SFST, which consists of 
the following elements:8

 7 Subsequential functions will be defined as either left-subsequential or right-subsequential in the next 
 section.

 8 These are to introduce the basic notions to readers who are not familiar with the formalism, but not 
intended to be definitions. For formal definitions of SFSTs, readers are referred to Oncina et al. (1993).
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•  states: SFSTs consist of a set of states, represented with circles.9
•  initial state: start state, with an arrow pointing to it.
•  final states: marked with double circles, also called accepting states.
•  transitions: represented with labeled arrows that connect the states.
•  loops: transitions that start and end in the same state.
•  alphabet: a finite set of symbols.10 A string or word, w, is a finite sequence of 

symbols from the alphabet. λ represents the empty string.
•  labels on transitions: a:b in Figure 2, for instance, means output b when 

 input is a.

SFSTs are deterministic, that is, at any state of such transducers, no two outgoing  transitions 
are labeled with the same input symbol, and they allow an additional output string at final 
states.11 Since subsequential transducers are deterministic, the relations they recognize 
are functions. With these restrictions, mappings describable by SFSTs (i.e. subsequential 
functions) are a proper subset of the regular relations (Mohri 1997).12

Starting from the initial state, the SFST reads a given input string one symbol at a time 
and takes the transition that matches the current input symbol. A left-subsequential func-
tion is obtained by applying a SFST left-to-right over the input string. Consider the SFST 

 9 States represented with single circles are not final/accepting states, i.e. strings that end in such states are 
not accepted. All states are final/accepting in SFSTs.

 10 When considering phonological processes, for instance, the alphabet can be the set of IPA symbols for 
sounds that occur in a given language. Input alphabet and output alphabet can be different sets of symbols.

 11 The additional output strings are indicated by the labels inside each state. For instance, 1, λ inside the 
double circled final state in Figure 2 means if the process ends at state 1, output an additional λ, which is 
equal to saying no additional output.

 12 Regular relations are describable with finite-state transducers (FSTs), for more on regular relations and 
formal definitions of FSTs, see Hopcroft & Ullman (1979); Oncina et al. (1993).

Figure 1: The Subregular Hierarchy for string-to-string mappings.

Figure 2: An example of a SFST.



Luo: Long-distance consonant agreement and subsequentiality Art. 52, page 9 of 25

in Figure 2 and the mapping from the input string abaa to the output string abbb. The 
SFST reads the leftmost symbol a first, takes the loop labeled a:a in state 0, stays in state 0 
and outputs a; the SFST then reads the second symbol b and takes the outgoing transition 
labeled b:b to state 1, outputs b; next the SFST reads the third symbol a and takes the loop 
labeled a:b in state 1, stays in state 1 and outputs b; finally the SFST reads the last symbol 
a and takes the loop labeled a:b again, stays in state 1 and outputs another b; the process 
ends at state 1, the additional output is λ, and the final output string is abbb. A right-
subsequential function, similarly, is obtained by applying a SFST right-to-left over the 
input string. Equivalently, this can be thought of as applying the left-subsequential func-
tion over the reversed input string (T (wr)), and then reverse the output string ([T (wr)]r). 
Applying a right-subsequential function to the input string abaa using the SFST in Figure 2, 
for instance, would mean to process the input string from right-to-left, i.e. aaba. which 
is equivalent to applying the SFST to the reversed input string, wr = aaba, the output is 
aabb, and then reverse the output. The final output [T (wr)]r is bbaa.

SFSTs can be thought of as accepting pairs of strings. For instance, the pair (w1, w2) is 
accepted by a SFST if the SFST produces the output w2 for the input w1. The string-to-
string mappings accepted by the SFST in Figure 2 thus include (aa, aa), (ab, ab), (ba, bb), 
(aba, abb), (abaa, abbb) etc. A mapping like (aba, aba), for instance, is not accepted as 
at state 1 after reading the second symbol b, there is no outgoing transition labeled with 
input symbol a. To see how SFSTs can be helpful in modeling phonological processes, 
consider the fact that the mappings accepted by the SFST in Firgure 2 have in common 
that if there is a b in the input string, all subsequent symbols can only be b’s, which can 
be expressed as “after seeing b’s all subsequent a’s become b, otherwise the mapping is 
not accepted”. This is similar in spirit to a description of an asymmetric sibilant harmony 
process where the leftmost [–ant] sibilant sound triggers the harmony process, all subse-
quent sibilant sounds become [–ant]. It will be discussed in more detail in the following 
sections how attested LDCA processes can be modeled by SFSTs.

4 Computational analysis
This section presents a computational analysis of the attested LDCA processes. Based on 
a survey of approximately 170 distinct cases of LDCA, Hansson suggested that the direc-
tionality of LDCA is anticipatory (regressive, right-to-left) by default, and that persevera-
tory (progressive, left-to-right) harmony is also attested but they can almost always be 
explained as a by-product of stem control where the direction of agreement is governed 
by morphological constituent structure, or occasionally as a dominant-recessive harmony 
system where only one feature value (the “dominant” one) triggers agreement (Hansson 
2010). The attested LDCA patterns are either unbounded (in the sense that there are more 
than one intervening segments between the trigger and the targets) or transvocalic (the 
trigger and the target cannot be separated by more than one vowel). The main concern of 
this paper is the unbounded LDCA patterns, and it will be shown that such patterns can be 
divided into three major types—Type 1: unbounded regressive R → L; Type 2: asymmet-
ric regressive R → L; and Type 3: asymmetric progressive L → R. All three types will be 
shown to be subsequential. Section 4.4 discusses the bounded transvocalic processes, like 
other bounded processes discussed in Chandlee & Heinz (2012), they are subsequential. 
Section 4.5 discusses treatments of special cases that do not fall into the major types and 
shows that they do not contradict the main claims of this paper.

4.1 Type 1: Unbounded regressive R → L
The sibilant harmony process in Navajo provides an example of a Type 1 process. In 
 Navajo, sibilant sounds agree in anteriority with the rightmost sibilant sound in the 
word, irrespective of morpheme structure, as shown in (13). In the word for ‘I’m rolling 
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along.’ for instance, the rightmost sibilant sound [s] is [+ant], and the preceding [∫] 
assimilates to [s] in anteriority to become [s].

(13) Navajo regressive harmony (McDonough 1991)
/j-i-∫mas/ → jismas ‘I’m rolling along.’
/∫-is-ná/ → sisná ‘he carried me.’
/si-dƷéːʔ/ → ∫idƷéːʔ ‘they lie (slender stiff objects).’
/dz-i∫-l-taːl/ → dƷi∫taːl ‘I kick him [below the belt].’
/dz-i∫-l-ts’in/ → dzists’in ‘I hit him [below the belt].’

This process is unbounded in the sense that the harmony process is not sensitive to the 
amount of intervening material. The rightmost sibilant sound decides the feature value for 
anteriority for all the other sibilant sounds in the word, whether the target (s) is in prefix, 
root, or suffix is irrelevant to the process. It is regressive in the sense that the trigger is to 
the right of the target (s). R → L is used to specify that Type 1 processes proceed from the 
right edge of the words to the left. The mappings are right-subsequential, as summarized 
in (14).

(14) For all w, URH (w) = [T (wr)]r

Figure 3 shows a SFST that models Type 1 processes. All Type 1 processes can be mod-
eled by the SFST by substituting the labels on the transitions to relevant segments/natural 
classes involved in a given language. A list of languages involving Type 1 processes and 
relevant substitutions can be found in Appendix A.

To illustrate, consider the mapping from /j-i∫-mas/ ‘I’m rolling along.’ to its surface 
form [jismas]. The input string is w = ji∫mas in this case. According to (14), the first 
step is to reverse the order of the string: wr = (ji∫mas)r = sam∫ij. The next step is to treat  
wr = sam∫ij as input string and process one symbol at a time. The output string obtained 
is samsij. (15) shows the derivation. The final step is to reverse the output string to obtain 
the correct surface form: [T (wr)]r = (samsij)r = jismas.

Figure 3: SFST for Type 1 processes.
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(15) Derivation for the mapping /sam∫ij/→[samsij]:
Input: s a m ∫ i j
State: 0 → 1 → 1 → 2 → 2 → 2 → 2

Output: s a m s i j

4.2 Type 2: Asymmetric regressive R → L
Type 2 processes can be considered as a subtype of Type 1 processes. The difference is 
that it is asymmetric in the sense that only one feature value ([+F] or [–F]) triggers 
the  harmony process. In Kera, for instance, the feminine prefix /t-/ is realized as /t∫/ if 
another /t∫/ follows in the stem. The process is regressive as the trigger is to the right of 
the target (s), and it is asymmetric assimilation between /t/ and /t∫/ as */t...t∫/ sequences 
are disallowed, but /t∫...t/ sequences are permissible.

(16) Coronal harmony in feminine prefix /t-/ (Ebert 1979)
/t-Óːjá/ → t-Óːjá ‘dog’ (fem)
/t-eːŋa/ → t-eːŋa ‘dry’ (fem)
/t-əːt∫ə/́ → t∫-əːt∫ə ́ ‘small’ (fem)

Similar to Type 1 processes, Type 2 processes are also right-subsequential (i.e. the reverse 
steps summarized in (14) apply). Figure 4 shows a SFST that models the harmony pro-
cess in Kera, where x = t:t, y = t∫:t∫, z = t:t∫, C = any other consonant, V = any other 
vowel. Type 2 processes in general can be modeled by a two-state SFST similar to the one 
shown in Figure 4, by substituting the labels on transitions with the relevant alternating 
segments/natural classes of segments involved in the given process.

To illustrate, consider the mapping from /təːt∫ə/́ ‘small (fem)’ to its surface form 
[t∫əːt∫ə]́. The input string is w = təːt∫ə.́ The first step is to reverse the order of the string: 
wr = (təːt∫ə)́r = ət́∫əːt. The next step is to treat wr = ət́∫əːt as input. The output obtained 
is ət́∫əːt∫. (17) shows the derivation. The final step is to reverse the output string to obtain 
the correct surface form: [T (wr)]r = (ət́∫əːt∫)r = t∫əːt∫ə.́

(17) Derivation for the mapping /ət́∫əːt/→ [ət́∫əːt∫]:
Input: ə́ t∫ əː t
State: 0 → 1 → 1 → 1 → 1

Output: ə́ t∫ əː t∫

Figure 4: SFST for Type 2 processes.
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4.3 Type 3: Asymmetric progressive L → R
The nasal consonant harmony in Yaka provides an example of a Type 3 process. Similar 
to Type 2 processes, Type 3 processes are asymmetric as only one of feature values, [+F] 
or [–F], triggers the harmony process. The directionality of agreement is from left to right 
for Type 3 processes, as specified with L → R. In Yaka, a suffixal /l,d/ will surface as [n] 
if preceded by a nasal earlier in the stem, as shown in (18). The process is asymmetric 
as only the [+nasal] feature triggers the l/n and d/n alternation, i.e. *[+nasal]...l,d 
sequences are disallowed while [–nasal]...l,d sequences are permissible.

(18) Yaka nasal consonant harmony (Hyman 1995)
a. Harmony in perfective suffix /-idi/:

/-ján-idi/ → -ján-ini ‘cry out in pain’
/-tsúm-idi/ → -tsúm-ini ‘sew’
/-jád-idi/ → -jád-idi ‘spread’
/-tsúb-idi/ → -tsúb-idi ‘wander’

b. Harmony in perfective suffix /-ele/:
/-són-ele/ → -són-ene ‘color’
/-kém-ele/ → -kém-ene ‘moan’
/-sól-ele/ → -sól-ele ‘deforest’
/-kéb-ele/ → -kéb-ele ‘be careful’

Type 3 processes are left-subsequential, and can be modeled by the two-state SFST 
shown in Figure 5 by substituting the transitions labels x, y, and z with the relevant 
alternating segments/natural classes of segments involved in the given process. For 
the nasal consonant harmony in Yaka, let x = d:d, l:l, y = [+nasal]:[+nasal],  
z = d:n, l:n, C = any other consonant, V = any other vowel. (19) illustrates how the SFST 
maps the underlying /-ján-idi/ ‘cry out in pain’ to its surface form [-ján-ini].

(19) Derivation for the mapping /ján-idi/→[ján-ini]:
Input: j á n i d i
State: 0 → 0 → 0 → 1 → 1 → 1 → 1

Output: j á n i n i

Figure 5: SFST for Type 3 processes.
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It is natural to wonder if there are any cases of symmetric unbounded progressive L → R 
process analogous to Type 1 processes, where both [+F] and [–F] features trigger the 
 harmony process. Evidence suggests that there is not. Some unbounded cases of progres-
sive harmony are potentially ambiguous between symmetric and asymmetric, but there 
are not enough data to distinguish. In Aari, for instance, sibilant sounds agree in anterior-
ity with the leftmost sibilant sound in the word, as shown in (20).

(20) Aari progressive harmony (Hayward 1988; 1990)
a. Harmony in causative /-sis/:

/na∫̤-sis/ → na∫̤-∫i∫ ‘cause to love’
/∫aːn-sis/ → ∫aːn-∫i∫ ‘cause to urinate’

b. Harmony in perfective /-s/:
/ʔu∫-s-it/ → ʔu∫-∫-it ‘I cooked.’
/t∫’a̤ː q-s-it/ → t∫’a̤ː q-∫-it ‘I swore.’

This process is clearly unbounded in the sense that the harmony process is not  sensitive 
to the amount of intervening material. But as Hansson pointed out, all alternating suffixes 
have alveolar /s/, and thus the alternation is only seen from /s/ → [∫] (Hansson 2010). 
Examinations of the source material in Benchnon (Rapold 2006), Mayak (Andersen 1999), 
and Dime (Seyoum 2008) likewise revealed no evidence of any symmetry in progressive 
harmony processes. The absence of symmetric progressive LDCA processes is interesting 
and worth trying to obtain a better understanding of, but does not detract from the main 
claims of this paper. This paper suggests that the attested LDCA processes are all subse-
quential. However, subsequentiality could be a necessary condition, but not a sufficient 
one, of phonological processes. An implication is that a tighter bound can be found on the 
range of phonological processes, which will be discussed in more detail in Section 5.2.

4.4 Transvocalic processes
A few cases discussed in Hansson (2010) are strictly transvocalic, that is, the harmony 
only applies when the trigger is separated from the target by no more than a vowel. The 
nasal consonant harmony in Lamba provides an example, as shown in (21).13 The trans-
vocalic processes count as LDCA according to Hansson’s definition, but they are different 
than the unbounded processes discussed in the previous sections, they are “bounded” in 
the sense that there is a bound on the number of intervening segment permissible.

(21) Transvocalic nasal consonant harmony in Lamba (Odden 1994)
a. Transitive reversive suffix [-ulul-]:

-fis-ulul-a ‘reveal’
-min-unun-a ‘unswallow’
-mas-ulul-a ‘unplaster’ (*[mas-unun-a])

b. Intransitive reversive suffix [-uluk-]/[-olok-]:
-fis-uluk-a ‘get revealed’
-min-unuk-a ‘get unswallowed’
-mas-uluk-a ‘get unplastered’ (*[mas-unuk-a])

The transvocalic processes are also subsequential. Figure 6 shows a SFST that models 
the transvocalic harmony process in Lamba, where l = [l], n = [n], N = [+nasal], 
C = any other consonant, V = any vowel. In fact, the “boundedness” of transvocalic 

 13 For similar transvocalic harmony processes, see Hansson (2010: 87–96).
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 processes makes them describable by the class of Input Strictly Local functions as 
defined in Chandlee et al. (2014), which is more restricted than the class of subsequen-
tial functions.

4.5 Special cases
There are a few cases that do not easily fall into one of the three major types discussed 
in the previous sections, this section discusses treatments of such cases and suggests that 
they do not contradict the main claims of this paper.

4.5.1 Gooniyandi
Gooniyandi, a Northern Australia language, has a process where coronal segments  interact 
with each other.14 In Gooniyandi, word-initial apicals harmonize with a following apical, 
as shown in (22). Note that the harmony process does not apply to the words for ‘grass’ 
and ‘I bring them.’, as [l] and [ɖ] are not word-initial.

(22) Coronal harmony in Gooniyandi apicals (McGregor 1990)
tili ‘light’ (*ʈili)
ʈɨɽɨppindi ‘he entered.’ (∼tɨɽɨppindi only rarely)
kiliɳi ‘grass’ (*kiɭiɳi)
waɖɡuluna ‘I bring them.’ (*wadɡuluna)

It is a regressive harmony process as the trigger is to the right of the target. It is different 
than Type 1 processes in that the process targets only the word-initial apicals, the non-
word-initial apicals do not alter when they are followed by another apical. The SFST in 
 Figure 3 for unbounded regressive harmony does not capture this process as it cannot 
check whether the target is word-initial. However, this process is still (right-)subsequential. 
 Figure 7 shows a SFST for the Gooniyandi process, where a = [+ant, +cor, +dist], 
b = [+ant, +cor, –dist], X = any other segment (consonants and vowels).15

The derivation for the word /kiliɳi/ ‘grass’ is shown in (23), the surface form obtained 
is [T (wr)]r = kiliɳi. Consider, for instance, a hypothetical underlying form /liɳi/ with 
the word-initial apical, the harmony process would apply. The SFST would take as input 
/iɳil/ and output iɳiɭ, whose reverse string is ɭiɳi. The derivation is shown in (24).

 14 Similar process can be found in a related language, Gaagudju (Gafos 1996).
 15 To clarify, this SFST has more sates and transitions in order to ensure that only word-initial apical is tar-

geted, but these do not increase the computational complexity.

Figure 6: SFST for the transvocalic process in Lamba.
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(23) Derivation for the mapping /iɳilik/ → [iɳilik]:
Input: i ɳ i l i k
State: 0 → 0 → 3 → 3 → 4 → 1 → 1

Output: i ɳ i λ li k

(24) Derivation for the mapping /iɳil/ → [iɳiɭ]:
Input: i ɳ i l
State: 0 → 0 → 3 → 3 → 4 →

Output: i ɳ i λ ɭ

4.5.2 Gwendolyn’s labiodental harmony
Stemberger (1988; 1993) discussed a labiodental harmony process in the speech of 
 Gwendolyn, a child of around age four.16 It was reported that as Gwendolyn was learn-
ing English, she would produce bilabial /m/ as [ɱ] when it is preceded or followed by a 
labiodental [f] or [v] in her speech. The process is special as it is bidirectional in the sense 
that the harmonizing feature spreads both leftwards and rightwards, as is shown by the 
last example in (25).

(25) Labialdental harmony in the speech of Gwendolyn (Stemberger 1988; 1993)
[lʌv ɱais] ‘love mice’
[snIf ɱais] ‘sniff mice’
[fɱɛu ɱais] ‘smell mice’
[fɱɛu Iɱ] ‘smell him’
[ɱai fɱɛui ɱais] ‘my smelly mice’

 16 Hansson (2010: 77–78) noted that Gwendolyn’s labial consonant harmony is a rather unusual case, and 
given the data available it is hard to decide the exact nature of the process and its relation to the kinds of 
harmony processes observed in adult language.

Figure 7: SFST for Gooniyandi coronal harmony.
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Heinz & Lai (2013) suggested that bidirectional processes can be analyzed as a  composition 
of left-subsequencial and right-subsequential functions. Consider, for instance, the 
 mapping: /mai fmɛui mais/ → [ɱai fɱɛui ɱais]. This process can be modeled with a 
Type 3 SFST where x = m:m, y = f:f, v:v, z = m:ɱ. A composition of left-subsequential 
and righ-subsequential functions would mean to first process the input string mai fmɛui 
mais left-to-right, the output obtained is mai fɱɛui ɱais. Then, treat the output string 
mai fɱɛui ɱais as input to a right-susequencial function, i.e. process the string right-to-
left. The final output obtained is the correct surface form [ɱai fɱɛui ɱais]. It should be 
noted that bidirectional processes are very rare, in fact, it is suggested that there are no 
genuine attested cases of bidirectional “dominant-recessive” consonant harmony system 
(Hansson 2010).

4.5.3 Sanskrit n-retroflexion
Sanskrit n-retroflexion is a process where a continuant retroflex consonant (i.e. /ʂ/ or 
/r/) causes a following dental nasal /n/ to become retroflex /ɳ/, as shown in (26a). 
This first appears to be a progressive LDCA process, but it has a number of unusual 
properties, data in (26b) show two of them: first, intervening coronals block this pro-
gressive retroflexion assimilation; and second, the process targets only the first nasal 
segment in a sequence of nasals. The example in (26c) makes it more peculiar as it 
shows that the process fails if the trigger also occurs to the right of the target, similar to 
the  pathological Sour Grapes patterns. which would make the process not subsequential 
(Heinz & Lai 2013).

(26) Sanskrit n-retroflextion (Schein & Steriade 1986; MacDonell 1910)
a. n-retroflexion:

/iʂ-naː-/ → iʂ-ɳaː- ‘seek’ (present stem)
/cakʂ-aːna-/ → cakʂ-a:ɳa- ‘see’ (middle participle)
/brahman-i/ → brahmaɳ-i ‘brahman’ (locsg)

b. Opaque coronals:
marj-a:na- * (marj-a:ɳa-) ‘wipe (middle participle)’
kʂveda:na- * (kʂveda:ɳa-) ‘hum (middle participle)’

c. Process fails if trigger is also to the right:
pari-nakʂati * (pari-ɳakʂati) ‘encompasses’

It should be noted that Hansson (2010) argued extensively that it is not appropriate to 
treat Sanskrit n-retroflexion as an instance of LDCA because it exhibits segmental opacity, 
among other reasons. This paper follows Hansson’s arguments and assume that Sanskrit 
n-retroflexion is not an instance of LDCA.

To summarize, Section 4 establishes that attested LDCA processes are subsequential. 
Specifically, the unbounded LDCA processes, divided into three types, are shown to be 
subsequential; next, the bounded cases of LDCA are also shown to be subsequential; and 
lastly, treatments of special cases of LDCA are discussed.

5 Discussion and conclusion
5.1 Pathological patterns revisited
It has been known that Majority Rules patterns are easily generated in OT-type 
 framework with unbounded constraints (Bakovic 2000; Lombardi 1999), resulting from 
the comparative nature of OT (Frank & Satta 1998). Not much work has eliminated MR 
problem entirely without generating other problems (Walker 1997; Karttunen 1998; 
Gerdemann & van Noord 2000; Lombardi 2001). This section discusses how Majority 
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Rules and Sour Grapes can or cannot be handled in three OT variants and suggests that a 
computational analysis,  especially characterizing LDCA with subsequentiality as proposed 
by this paper, is promising in delimiting the range of possible phonological processes. Two 
variants of OT that are more successful in eliminating MR patterns will first be discussed, 
both employ finite-state constraints, similar in line with the current proposal, then a 
derivational version of OT that has received much attention—Harmonic Serialism—will 
be discussed.

One of the proposed variant of OT that completely eliminates the MR problem is Eisner’s 
directional OT (Eisner 2000). Eisner proposed the finite-state directional constraints where 
violations of the constraints closer to the specified edge of the form are strictly worse than 
violations further from that edge. Under left-to-right evaluation, for instance, the candi-
dates that incur violations of the constraints toward the right edge of the form are preferred. 
(27) and (28) show the difference between left-to-right and right-to-left evaluation when 
applied to the same hypothetical sibilant harmony process considered in Section 2.2 (cf. 
Tableau (7)). Loc1 indicates the leftmost location where AGREE-type constraints checking 
whether sibilants agree in anteriority need to be evaluated, and one violation is assigned if 
the two sibilants disagree in anteriority at this location. Similarly, Loc2 indicates the second 
location where the constraints need to be evaluated, Loc3 indicates the third location, and 
Loc4 indicates the rightmost location. In a sense directional evaluation is similar to the ABC 
approach with local evaluation in that violations are evaluated locally between adjacent 
sibilant pairs, but it is different as violations are checked iteratively at different locations. 
Overall, directional evaluation entails sensitivity to the location of violations as opposed to 
total number of violations, thus eliminating the possibility to compare unbounded counts 
as in the original OT framework, which gives rise to MR patterns.

(27) Directional evaluation left-to-right:

/∫...z...∫...∫...s/ *Ʒ Loc1 Loc2 Loc3 Loc4

a. ∫...z...∫...∫...s * *!  *

b. ∫...z...∫...∫...∫ * *! 
☞ c. ∫...z...s...s...s *   

d. ∫...Ʒ...∫...∫...∫ *!     

(28) Directional evaluation right-to-left:

/∫...z...∫...∫...s/ *Ʒ Loc4 Loc3 Loc2 Loc1

a. ∫...z...∫...∫...s  *!  * *

b. ∫...z...∫...∫...∫    *! *
☞ c. ∫...z...s...s...s     *

d. ∫...Ʒ...∫...∫...∫ *!     

Another OT variant that employs the finite-state constraints is Riggle’s dissertation work 
(Riggle 2004). Riggle proposed the Optimality Transducer Construction algorithm (OTCA), 
which takes a ranked set of constraints and constructs a finite-state transducer (FST) incre-
mentally that generates optimal output forms from underlying forms ( Riggle 2004). In 
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this work, Riggle adopted a finite-state assumption for the constraints—all  constraints are 
expressed as finite-state machines.17 All constraints of a given grammar are combined into 
a single finite-state machine that acts as the evaluation function (by  taking intersections 
of individual finite-state machines). OTCA provides a procedure for FST construction, and 
Riggle showed that the procedure fails with a grammar that generates MR  patterns as the 
algorithm will be unable to introduce a variable in constructing the FST, thus eliminating 
the possibility for generating any MR patterns. The successfulness of OTCA in eliminating 
MR is essentially due to the fact that MR is not regular, that is, the mappings cannot be 
described by FSTs. For a formal proof of MR is not regular, readers are referred to Heinz 
& Lai (2013).

However, although the regular boundary (finite-state constraints) can eliminate MR-type 
mappings, it can still generate SG-type mappings as they are regular (Heinz & Lai 2013). 
Restricting phonological processes to subsequential functions (i.e. describable by SFSTs), 
on the other hand, eliminates MR and SG entirely.

As discussed in Section 3.2, subsequential functions are a subset of regular relations, 
since MR is not regular, it follows that MR is not subsequential. Heinz & Lai (2013) 
presented a formal proof establishing that SG is not subsequential. Following Heinz & 
Lai, SG mappings are formally defined as follows: SG is a length-preserving function 
which at a minimum includes the following mappings for all n ∈ ℕ: SG (+−n) = ++n 
∧ SG⊟(+−n⊟) = +−n⊟.18 Consider n = 2, for instance, SG will map underlying  
+−2 = +– – to +++ with total harmony, and underlying +−2⊟ = +– – ⊟ to  
+– –⊟. This paper explains the intuition why SG mappings are not subsequential, read-
ers are referred to the original paper for formal proof and technical details. One way to 
show that SG mappings are not subsequential is to show that it would require infinitely 
many states to model such functions. This is because all subsequential functions can be 
modeled by SFSTs, which have only finitely many states, if SG functions cannot be mod-
eled by SFSTs they must not be subsequetial. To see why a SG function needs infinitely 
many states to model, consider inputs +–⊟ and +–. When the + is read, the transducer 
can output +. When the – is read, the transducer must output λ because it is not known 
whether there is a blocker coming later or not. Now if the blocker ⊟ is read the trans-
ducer can output –⊟. But if the – is the end of the input the output function for that state 
instead outputs one +. Now consider inputs +– – ⊟ and +– – . With each – read, the 
transducer must output λ in case there is a blocker coming later. If no blocker is read, 
then the output function for this state (which is a different state than in the above case) 
would output the same number of +’s as λ’s, in this case two +’s. If a blocker is read the 
transducer can output ++⊟. So the idea is that the state after reading the last – need 
to be distinct for different n’s so that it can keep track of how many λ’s have been read 
and output the same number of + ’s. Since there is no upper limit on the number n of –’s, 
and each n requires a different final state, it follows that there need to be infinitely many 
states. Hence SG functions cannot be modeled by SFSTs and are not subsequential.

One last OT variant that will be discussed is the Harmonic Serialism (HS) (McCarthy 
2010; 2011). HS is a derivational version of OT where GEN is limited to making “one 
change at a time”. At each step, a limited set of candidates (the ones that differ from 
the step’s input by at most one GEN-imposed change) are evaluated, and the winner 
is submitted as the input to another pass through GEN and EVAL, until the unchanged 
candidate wins (“convergence”) (McCarthy 2011). McCarthy (2011) showed that HS suc-
cessfully accounts for the nasal spreading process found in Johore Malay with SHARE (F) 

 17 For more details on how to represent constraints with finite-state machines, see Riggle (2004: 33).
 18 A relation R is length-preserving iff for all (x, y) ∈ R, it is the case that |x| = |y|.
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constraints (as defined in (29)) without any SG-type effect. However, it is unclear how HS 
can eliminate SG in LDCA, at least not in its present form.

(29) SHARE (F): Assign one violation mark for every pair of adjacent elements that 
are not linked to the same token of [F].

In Johore Malay, nasal spreads rightwards to vowels and glides. In a hypothetical form 
/mawara/, then, the liquid [r] will act like a blocker that blocks the spreading of the nasal 
feature. McCarthy showed that an AGREE-type constraint would fail as it predicts for 
Johore Malay that hypothetical /mawa/ → [mãw̃ã] with total harmony, but hypothetical 
/mawara/ → [mawara] with no harmony at all, creating a SG-type effect. HS with SHARE 
([nasal]) constraint, on the other hand, will correctly map /mawara/ → [mãw̃ãra], as 
shown in (30).

(30) Derivation for the mapping /mawara/ → [mãw̃ãra], adapted from McCarthy 
(2011)

 Step 1:

/m|a|w|a|r|a/ *r ̃ SHARE ([nasal]) IDIO[nasal]

☞ a. mã|w|a|r|a   **** *

b. m|a|w|a|r|a  *****!  
 Step 2:

/mã|w|a|r|a/ *r ̃ SHARE ([nasal]) IDIO[nasal]

☞ a. mãw̃|a|r|a *** *

b. mã|w|a|r|a  *****!  
 Step 3:

/mãw̃|a|r|a/ *r ̃ SHARE ([nasal]) IDIO[nasal]
☞ a. mãw̃ã|r|a ** *

b. mãw̃|a|r|a  ***!  
 Step 4: “convergence”

/mãw̃ã|r|a/ *r ̃ SHARE ([nasal]) IDIO[nasal]
☞ a. mãw̃ã|r|a  ** 

b. mãw̃ãr|̃a *! *   

The successfulness of SHARE (F) in eliminating SG-type predictions for nasal  spreading 
lies in the fact that it awards agreement, so that at each step in the derivation from 
/mawara/ → /mãwara/ → /mãw̃ara/ → /mãw̃ãra/ the winning candidate incurs less and 
less SHARE ([nasal]) constraint, the blocker [r] can be protected by the highest ranked 
*r ̃constraint. A potential problem for HS is that the successfulness in eliminating SG-type 
predictions is partly dependent on how the underlying forms are linked to the feature 
nodes. Consider, for instance, the same example in (10). Under the basic constraint ranking 
*⊞ >> SHARE (F) >> IDIO, HS will map underlying /+|–|–|–|⊟/ to [++++⊟], 
avoiding the SG-type prediction successfully, similar to the nasal spreading case discussed 
in (30). In contrast, HS will make a different prediction for /+|– – –⊟/ where all four [–F] 
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segments are linked to the same [–F] feature node. /+|– – –⊟/ incurs only one violation 
of SHARE (F), and it is hard to see that there exists a harmonically improving path from 
/+– – –⊟/ → /++– –⊟/ → /+++–⊟/ → [++++⊟]. In general if the underlying 
form starts off with one violation of SHARE (F), then other candidates are harmonically 
bound by the faithful candidate. At Step 1, for instance, the faithful candidate /+|– – –⊟/ 
and /++|– –⊟/ both violate SHARE (F) once while /++|– –⊟/ will also incur violation 
of the relevant IDIO constraint. HS will thus predict the winner to be [+– – – ⊟] without 
spreading in this case. Therefore, in conjunction with the principle of the rich base, HS 
predicts that underlying forms /+|– – – ⊟/ and /+|–|–|–|⊟/ are contrastive in the sense 
that they lead to different surface forms. Overall, HS with SHARE (F) may solve the SG 
problem, but it is less clear whether this solution avoids other problematic typological 
predictions.19

5.2 Future work
Recent work have suggested that the computational nature of phonological processes 
might be less complex than the class of regular relations (Johnson 1972; Kaplan & Kay 
1994). This paper has established that attested LDCA patterns are subsequential. Payne 
(2014) showed that long-distance dissimilation processes from Suzuki (1998) and  Bennett 
(2013) are also subsequential. The classes of Input Strictly Local (ISL) and Output Strictly 
Local (OSL) functions, which are shown to be able to model local phonological processes 
are even less complex than subsequential functions (Chandlee et al. 2014; Chandlee 2014). 
However, ISL and OSL functions are too restrictive as they are not sufficient to model non-
local mappings such as long-distance consonant or vowel harmony processes, nonetheless, 
this work points to an interesting direction for future research.

Chandlee et al. defined ISL and OSL functions based on properties of the class of subreg-
ular formal language called Strictly Local (SL) language (Rogers & Pullum 2011; Rogers 
et al. 2013). Different classes of subregular languages are useful in capturing natural 
 language phonotactics. The SL language can model natural language phonotactics that are 
describable by constraints which pick out contiguous substrings bounded by some length 
k. Figure 8 shows the relevant Subregular Hierarchy. Similar to the Chomsky Hierarchy, 
the classes refer to sets of strings, and are classified according to the expressive power of 
each language class.

 19 An anonymous reviewer suggested that the problematic typological predictions could possibly be avoided 
depending on how features are linked and de-linked. A more detailed review of the possibilities within HS 
is beyond the scope of this paper.

Figure 8: The Subregular Hierarchy for sets of strings.



Luo: Long-distance consonant agreement and subsequentiality Art. 52, page 21 of 25

Heinz (2010) suggested that unbounded harmony patterns are Strictly 2-Piecewise. 
Heinz et al. (2011) showed that long-distance phonotactics with blocking are Tier-based 
Strictly 2-Local. McMullin & Hansson argued that long-distance consonant agreement and 
disagreement are both Tier-based Strictly Local, and that transvocalic patterns are a special 
case of blocking (McMullin & Hansson 2016). Analogous to the fact that local  phonotactic 
patterns can be characterized by Strictly Local languages, long-distance phonotactic pat-
terns can be characterized by Strictly Piecewise (SP) languages (Heinz 2010). The sibilant 
harmony process in Sarcee, for example, is characterizable by a Strictly 2-Piecewise (SP2) 
grammar. In Sarcee, sibilants agree in anteriority with the rightmost [–ant] sibilant. A SP2 
grammar will capture this by forbidding [+ant] sibilant followed by a [–ant] sibilant.20 
Informally this is equivalent to what Heinz (2010) referred to as the precedence grammar, 
specified by a list of precedence relations in a language. The Sarcee case, for instance, can 
be translate into a list of precedence relations in (31), specifying all precedence relations 
that are allowed in the language.

(31) A precedence grammar for Sarcee sibilant harmony:
[s] can be preceded by [s].
[s] can be preceded by [∫].
[s] can be preceded by [t].
...
[t] can be preceded by [s].
[t] can be preceded by [∫].
...
[∫] can be preceded by [∫].
[∫] can be preceded by [t].
...

The goal is to develop a sufficiently restrictive theory of phonology, irrespective of 
whether it takes a computational approach, or within the constraint-based or rule-based 
frameworks. This paper has taken a computational approach, and suggested that the sub-
sequential boundary is sufficient to model the attested LDCA processes and effectively 
eliminates the pathological patterns. Yet as discussed previously, it is still possible that 
tighter bound exists. For future work, then, it appears promising to further investigate the 
various properties of SP languages (or other classes of languages shown in Figure 8) and 
develop the functional counterparts of such classes of languages to model phonological 
processes.

5.3 Conclusion
To conclude, this paper has pointed out that attested LDCA can be well accounted for 
by the existing theories, but they tend to have trouble eliminating the pathological pat-
terns like Majority Rules and Sour Grapes from the typology. This paper has proposed an 
alternative approach from a computational perspective, and suggested that LDCA can be 
better characterized by the computational class of subsequential functions. It has been 
shown that attested LDCA patterns, divided into three major types, are all subsequential 
(by way of showing each type is describable by SFSTs). This paper further argues that 
subsequentiality is a desirable characterization of LDCA for the following reasons. First, 
it is sufficiently expressive, as it accounts for the attested patterns equally well as other 
existing theories. Second, it is restrictive as it has been shown that Majority Rules and 

 20 For formal definition of the SP language readers are referred to Definition 2 in Rogers et al. (2010).
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Sour Grapes are not subsequential; the subsequential boundary is therefore successful in 
eliminating the pathological patterns from LDCA typology. Additionally, such a compu-
tational characterization offers a way to evaluate complexity on the basis of expressivity. 
Being subsequential suggests that LDCA processes are computationally less complex than 
regular, lending support to the hypothesis that the computational nature of phonological 
processes might in fact be more restricted than previously realized.
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fem = feminine, locsg = locative singular
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