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Dialectal maps of morpho-syntactic phenomena sometimes display patterns that either differ
quite drastically from the traditional dialectal boundaries (which are mostly based on phonology
or the lexicon) or show otherwise unexpected patterns. This paper argues to take these devia-
tions seriously, namely as a potential tool to detect the different types and qualities of syntactic
micro-variation. As a case study, differing patterns concerning the distribution of the infinitival
marker zu across various infinitival constructions within the Alemannic dialect group will be
examined and it will be argued that an analysis of the infinitival marker as the lexical realization
of the [*coin] value within a theory of temporal anchoring, as proposed in Ritter & Wiltschko
(2014), provides the necessary flexibility in order to capture these differing variational patterns.
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1 Introduction: Isoglosses and syntactic variation

The areal distribution of morpho-syntactic phenomena against the background of the tra-
ditional isoglosses is at first sight not expected to be fruitful for syntactic theorizing. The
reason is that traditional isoglosses were established mainly on phonological and lexical
criteria, i.e. the levels of linguistic description which used to be essentially the sole focus
in the traditional dialectology, see Glaser (1996). But morpho-syntactic phenomena show
interesting areal clusterings and patterns as well.! Although syntactic phenomena often
cover larger areas than those based on phonology, they nevertheless reflect these tradi-
tional isoglosses in many cases. On the other hand, they sometimes cross-cut the estab-
lished ones and show patterns that are hard to reconcile with what we know about the
spreading of linguistic features, see Poletto (2013) for similar observations. Poletto talks
about “leopard spot-patterns”. This term is meant to capture the situation where in an
otherwise homogenous distribution of linguistic features, a definable area suddenly shows
up with different properties. Auer (2005) discusses several cases from German dialects
where a phonological divergence of formerly similar dialects can be observed. He argues
plausibly that these changes were induced by new political, i.e. artificial, borders.? Thus,
that dialectal areal variation is prone to deliberate conscious decisions on the part of the
speakers can be taken as a well-established fact. Transferred to morpho-syntax, the null

1 As can be witnessed from the syntactic atlases published in the last years, e.g. Dutch dialects (http://www.
meertens.knaw.nl/mimore), the online maps from SyHD (http://www.syhd.info/startseite/) on German
dialects, and the NALS online atlas for Norwegian (http://www.tekstlab.uio.no/nals#/), SADS for Swiss
German (https://www.dialektsyntax.uzh.ch/de.html) and SynAlm for the Alemannic variants spoken in
Switzerland and Germany (http://ilg-server.ling.uni-stuttgart.de/synalm).

2 Auer (2005) shows with several examples that national borders plays an even more important role than
natural ones, e.g. the River Rhine, see the maps below for further elaboration. In such a situation, speak-
ers are confronted regularly with both variants, due to the close contact. As the languages are sufficiently
close for having no communication problems, their choice for a given variant is based according to him on
a conscious decision.
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hypothesis would be that if the patterns coincide with the traditional isoglosses, we have
good reasons to take the variant spoken in this area as a well-established language system.
We should be able to capture this kind of variation by using the standard tool box of gen-
erative syntax. That means that we can assign differing specifications of a functional item
which is in turn responsible for the different syntactic outcomes, much in line with the
Borer-Chomsky conjecture, see Baker (2008). As such we can label it as parametric varia-
tion. In the conception of hierarchically organized parameters by Biberauer et al. (2012),
we would talk in these cases at least of micro-parameters. I thus follow the early ideas
of Moulton (1968) that well-established and stable isoglosses are essentially motivated
language-internally.?

But if they differ from the established ones and instead follow artificial borders, for
example national ones, outer-linguistic factors should be assumed to play a role, like,
for example, group identity or in contrast delimitation from other groups, see again Poletto
(2013) for similar considerations. However, for outer-linguistic factors to be able to play
a role in morpho-syntax, the phenomenon in question must be of such a type that the dif-
fering outputs do no harm to the rest of grammar. In the terms of Biberauer et al. (2012)
a nano-parameter, affecting essentially only a single lexical item. As will be illustrated
below, such patterns indeed occur, typically with lexical items of the non-functional lexi-
con — but as we will see, this situation occurs even in cases that fall under first sight
clearly under morpho-syntax. What I will also take into consideration is syntactic free
variation, as it has been discussed for example in the context of the word order variability
in 3verb-clusters, see Barbiers (2005), also Seiler (2004), and Sapp (2011). Sapp (2011)
shows under a diachronic perspective that there seem to be indeed no relevant syntactic
factors that determine the choice of a given order. And as we will see, the areal variation
attested with 3verb-clusters in Alemannic shows exactly such a weird pattern — although
a bit different from pure lexical variation, as will become clear in the following. This kind
of variation can be traced back to underspecification in the sense that the syntactic deriva-
tions of the various orderings are all equally costly — if one takes economy into account.

If these considerations are on the right track, unclear or inconsistent areal patterns of
certain phenomena should not to be dismissed as unusable data. Rather, they may give
us the relevant clues for untangling those phenomena that can be properly treated (and
explained) with the help of formal parametric syntax from those that have been termed in
former times as “superficial” or “mere PF-variation”.

The data to be discussed stem from the Alemannic dialect group. Alemannic is par-
ticularly well suited for this endeavor. First, it is very well documented and parts of its
grammar have been described and analyzed in modern linguistic terms as well as in
traditional work. Thus, we can be quite sure that the attested variation is not an artefact,
e.g. due to insufficient descriptive work. Second, the sub-divisions of Alemannic have
grown diachronically and have remained very stable to this day. The most important
aspect for the issue here however is that these dialectal sub-divisions cross-cut the politi-
cal borders in a likewise stable way. High Alemannic shares all relevant linguistic features
to count as one sub-dialect — although it is spoken in parts of Germany and in parts of
Switzerland. Finally, it should be noted that Standard German is shared (passively) by all
these speakers. Possible interference effects can thus be easily controlled for.

In order to use the differing areal patterns as a heuristic tool for the detection of pos-
sible candidates for the different types of variation discussed above, it is first necessary to

3 He makes his point for phonology and shows convincingly that the actual shape of certain vowel inventories
in Swiss German dialects can be explained in structuralist terms quite easily when considering the historical
development.
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prove that the assumptions indeed hold. In section 2, I will show with several cases that
there is good evidence to assume them to be correct. It will turn out that there are in fact
three types of areal variation:

1. The pattern conforms to the well-established linguistic boundaries. By
hypothesis, this type of variation can be captured by adhering to a classical
parametric explanation in terms of differing inventories of functional items with
subsequent effects on the syntax of the construction in question.

This pattern will be called parametric variation in the following.

2. The pattern does not conform to the well-established linguistic boundaries
but there are defined areas where certain versions are pre-dominant. Such a situ-
ation has been described by Poletto (2013) as “leopard spots”. The important point
here is that language contact and thus the linguistic surrounding (experience) is
the relevant issue. By hypothesis, this kind of variation affects subparts of the
grammar that are underspecified but do not affect other parts of the grammar in
the sense of parametric variation.

This pattern will be called conventionalization in the following.

3. The pattern does not conform to the established linguistic boundaries and
instead follows sharply artificial borders, e.g. national borders. These are then
cases of what could be taken as “superficial” lexical variation of the type Samstag
versus Sonnabend (= Saturday) in German.

This pattern will be called free variation in the following.

After having established these three types of variation, section 3 is devoted to a case study
of the infinitival marker zu. By considering its (non-)occurrence, shape and position in
(i) purpose clauses, (ii) infinitival complements of the forget/try class of verbs (simulta-
neous non-propositional) in the terminology of Wurmbrand (2014)), and (iii) tough-con-
structions, it will turn out that it exhibits all three types of variation discussed above.
This is in sharp contrast to Standard German — where in all three cases the infinitival
marker shows up in a uniform way. In order to capture this situation, it will be proposed
that the infinitival marker is indeed meaningful, specifically that it is the overt expres-
sion of the temporal relations between the infinitival complement and the matrix. In a
nutshell, the presence of zu indicates that the two events do not (or not completely) over-
lap in their temporal expansion. In all other cases, no marking shows up. This distinction
divides modal/perception verbs from propositional taking verbs, and it will provide a
basis for the also diachronically attested variation within the forget/try class. The lat-
ter class is known to show variable behavior also in other areas and this will be traced
back to its special temporal composition, based on the analysis by Grano (2011). The
proposal is formulated by using Ritter & Wiltschko’s (2014) Anchoring Phrase instead of
a TP in order to capture the fact that it is not a verbal element — but which nevertheless
has influence on the temporal interpretation. The approach will overcome the traditional
grammaticalization scenario for the infinitival marker: from (locational) goal via purpose
to meaningless marker, see Haspelmath (1989). This is a welcome result, since we will see
that this scenario has its weaknesses — both conceptually and also empirically. Finally,
section 4 concludes.

2 Syntax on the Map

Research in dialectal syntax provides information on the areal distribution - a kind of data
that was until now hardly accessible in formal syntax. If some properties cluster together,
this clustering can be taken as a starting point for correlating these properties in syntac-
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tic terms. This kind of data allows new analyses to explain why these correlations might
hold, see, e.g., Barbiers et al. (2016) for some case studies, also Westergaard et al. (2017).
These analyses corroborate the conception of dialectal variation as being qualitatively
non-distinct from the syntactic variation found between languages that are genetically
less close. The fact that we find less syntactic variation between dialects can be attrib-
uted to the fact that the former share a large amount of the historically grown lexicon.
Since Borer (1984), it is widely accepted that the location of variation must be sought in
the functional lexicon. Therefore, the more of the functional lexicon is shared, the more
likely it is to find similar syntactic properties. The difference between macro- and micro-
variation under this view is thus gradual, see Poletto (2013) for further elaboration of this
point. The existence of so-called transition zones, as discussed in Barbiers et al. (2016)
and Glaser (2013), corroborates this view further.

However, as said in the introduction, dialectal maps are often not as clear as one
would like them to be. Sometimes, no meaningful areal pattern can be detected at all
and sometimes the distribution cross-cuts the established regions in the sense of histori-
cally grown (sub-)-dialects in an unexpected way. Some cases may be due to language
change — dialects are of course also subject to diachronic development. Others may be
an artefact of the method used. But, as will be shown below, there are instances of dis-
tributions where one cannot deny that “artificial” borders play a role. With “artificial”
I refer to national borders* that are either the result of political re-ordering in Europe
(e.g. Alsace) or that have been politically stable for a long time but where a sub-dialect
nevertheless has cross-cut this border for centuries. Such a region is the very bottom of
southwestern Germany in which High Alemannic is spoken — a variant that is spoken in
large parts of Switzerland as well. This area will be the main focus of the paper. Before
considering the morpho-syntactic phenomena under the already discussed areal per-
spective in more detail, some background information on the sub-division of Alemannic
is necessary.

2.1 The sub-division of Alemannic

The dialects grouped under the name Alemannic span four different countries:
Alemannic is spoken in Southwest Germany, in the northern part of Switzerland, in
Vorarlberg, a region in Austria, and in Alsace in France. Alemannic is divided into sev-
eral sub-dialects. Map (1a) shows the widely accepted division according to Wiesinger
(1983).5 There is a well-known distinction in the vowel system between Swabian and
the other Alemannic dialects: Swabian shifts certain long vowels into dipththongs
(like Standard German) whereas the other Alemannic dialects kept the older stage of
the monophthong.® The following two” Maps la and 1b show the distribution of the
diphthong /au/ vs. the monopththong /uu/ in the lexical item braun (=brown), as they
were produced by the speakers in a translation task (SynAlm FB1_6-2):

4 Another case in point are religious groups (confessions). For the Alemannic area, there are cases attested
where the choice of lexical items correlates with the confession — sometimes this holds even for morpho-
logical paradigms, see e.g. Klausmann et al. (1993), see also Bucheli/Landolt (2012) for different types of
dative marking Swiss-ALM, correlating with the distribution of the confession group.

5 The so called Wiesinger-map is based on dialect grammars that were written of course before 1983. Wies-
inger brought the available information together and published this map. It is now taken as the standard for
dialectal research in Germany. More information under https://www.regionalsprache.de/. Nieder- = Low;
Mittel- = Middle; Hoch- = High; Hochst- = Highest Alemannic; — Schwibisch = Swabian.

6 The phenomenon is known as the New High German diphthongization, see e.g. Jones et al. (2019: §§57-71)
for a recent overview.

7 In the following, all maps, where it is relevant, are displayed in this way: on the left hand side, the back-
ground is used that displays the traditional sub-divisions of Alemannic according to Wiesinger (1983), and
on the right hand side, the political borders are displayed. The absolute geo-referential data of the results
are of course kept constant.
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Map 1: (a) Bruu(n) vs. braun, Wiesinger map. (b) of bruu(n) vs. braun, political map. bruu(n): light
blue; braun: dark blue.
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Map 2: Vowels in gV, Wiesinger map. yellow: ga; orange: ge; brown: gi; blue: go.

As can be seen, the distribution of the monophthongs follows rather strictly the estab-
lished isoglosses and thus shows that — at least on the phonological level — the isoglosses
are still intact. Map 1b uses the same geographical coordinates but instead of marking
the dialectal borders, the political ones are displayed. The region south to Freiburg im
Breisgau is the one where the dialectal border cross-cuts the political border between
Germany and Switzerland. Thus, the isogloss between Swabian and Middle and High
Alemannic is not constituted by the River Rhine.

Some more fine-grained sub-divisions within the Alemannic region could be reproduced
with data from SynAlm as well, as Map 2a and 2b show. On these maps the results for
different versions of the particle ge — used in motion verb constructions are displayed
(see the next sub-section for detailed data and discussion). This particle is realized with
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different vowels in the various sub-dialects, therefore labeled with gV in the following.
The data displayed on these maps stem from a translation task and since this particle does
not occur in Standard German, any type of interference effect can be excluded.

Both maps show the stability of the dialectal areas and how they cross-cut the political
border. In Map 2a and 2b, the blue dots (=go) appear in the High Alemannic area which
is spoken in Germany and Switzerland. These two examples from phonology were meant
to show for now that (i) the isoglosses are indeed stable, and (ii) that the data gained by
SynAlm are reliable.

The project SynAlm ran for five years during which seven questionnaires were sent out.
The number of informants could not be kept constant for the whole period. From about
1000 from the first round, 517 sent back the last questionnaire. Fortunately, these inform-
ants covered nevertheless the whole area, but the number of informants per measuring
point decreased. The dots in the maps represent the 350 measuring points. As the number
of informants per point is not constant, a uniform colouring can also mean that there is only
one informant per point. The project itself focussed on (contrastive) fine grained grammati-
cality judgments. But due to a range of translation tasks, phonological and lexical data were
also gained. Most of the data to be discussed in the following® stem from judgment tasks.

2.2 A case of parametric variation

In this section, I will show that the traditional Alemannic borders, which are based on pho-
nological phenomena, are also relevant for morpho-syntactic patterns. For this, we can con-
sider again the particle gV that typically occurs with motion verbs and has already gained
some attention in the literature on Swiss German, e.g. Lotscher (1993), Schonenberger &
Penner (1995) or Riemsdijk (2002). An example from Swiss German is given in (1):

D) Swiss-ALM®
I gang em vadder bim ufflade go halffe.
I go the.dat father at.dat uploading gV help
‘T am going to help my father with the loading.’

There is not only variation with respect to the form, as illustrated with Map 2 — we find in
addition syntactic differences, as discussed in Brandner & Salzmann (2009; 2012). One of
the most prominent differences is the relative position of the particle within the infinitival
complement. Consider (1) where the particle precedes the arguments of the infinitive — in
contrast to (2):

(2) German-ALM
I gang gi em vadder bim ufflade helfe.
I go gV the.dat father at.dat uploading help
‘T am going to help my father with the loading.’

This difference in position goes hand in hand with differing restructuring possibilities
while the interpretational properties as a single event are kept constant. To account for
this situation, Brandner & Salzmann (2012) propose two different grammaticalization
scenarios for the two languages. They assume with Lotscher (1993) that the origin of the
particle gV is a shortened version of the allative preposition gegen (= against, towards)
which then came out as gen (=towards), resulting due to word-final n-drop in Alemannic
in gV. As can be seen in Map 2, the sub-dialects of Alemannic differ in the vowel. Due to
the low vowel in Swiss-ALM, the preposition is reanalyzed as the verb gehen (to go) which

8 Further details about the single tasks will be provided when discussing the relevant examples.
° In the following, I will use German-ALM and Swiss-ALM if the distinction concerning the nationality is
of relevance.
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is homophonous in its infinitival form with the particle (go/ga). Exactly because of this
similarity, the construction is often referred to as “verb doubling” in the literature, see e.g.
Schonenberger & Penner (1995) and Riemsdijk (2002). The particle thus occupies in fact
a verbal head within the VP, with a syntax akin to those of modal verbs.!® This analysis
is corroborated by the fact that in Swiss-ALM this kind of verbal doubling has spread to
other verbs, e.g. choo (come), lo/lasse (let) and aafange (start).

This reanalysis did not happen in German-ALM. The infinitival form of gehen is the
same as in Swiss-ALM, go/ga. As this form does not match with the vowel of gi/ge, a rel-
evant pre-condition for the reanalysis process is not met. Consequently, ge/gi has kept its
prepositional character. As such it is situated in a left-peripheral position of the whole
infinitival projection, preceding the arguments (if present). This fits neatly with the fact
that we have no attestations of spreading of verb doubling to other verbs in German-ALM.
Brandner & Salzmann (2012) discussed only data from Zurich German and from the region
around Lake of Constance. With the comprehensive data from SynAlm, the expectation is
now that the form of the particle correlates with its position: those variants that use go/ga
should have the particle in a low position within the VP, as a part of the verbal complex,
whereas the others would posit it preferably at the left edge of the infinitival complement.
This expectation is borne out, as Map 3 illustrates.!!
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Map 3: Position of the infinitival particle in motion verb constructions.
Results for example SynAlm_FB3-15-3: Representation of results:

Etz gommer no [abier gV tringge] (judgmenton 5 pointscale):
Now go-we vyet abeer prt drink dark blue: highest acceptance
“Now we go having a beer” dark orange: lowest acceptance

10 As Postma (2014) correctly points out, the reanalysis cannot be complete since we would then expect that
go/ga can also appear at the very end of the verbal complex — as is the case, e.g., with auxiliaries, contrary
to fact. Further research is necessary to settle this issue.

11 The relevant data were gained by using a judgment task on a 5-point scale (1 = completely natural in the
dialect - 5 = unnatural in the dialect). Sentences were presented with gV either preceding the argument or
immediately preceding the infinitival verb, cf. the examples in (1) and (2). Number of informants = 757
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Of special interest is the marked region north to Basel. In this area, High Alemannic is
spoken. Recall that this is the sub-dialect that cross-cuts the political since hundreds of
years. And as we can see, it indeed patterns more closely with the Swiss-Alm version.

A further indication that we are dealing with a parametric difference is the usage of
gV as a preposition in some of the Alemannic sub-dialects. As mentioned above, there is
consensus that gV evolved out of the common Germanic preposition gegen (>gen). The
special property of gen is that it occurs only with place names. According to the DWB,!?
it was common until the 16" century and has since then been gradually replaced by the
prepositions auf or nach:

3 Early New High German (Luther, tischr. 1, 19, cited after DWB, BD. 5Spalte 3342)
schickte man die jenigen, ..., gen Wittenberg.
sent one those towards Wittenberg
‘One sent those towards W.’

(@)) Modern Standard German
Sie haben sie = nach Wittenberg geschickt
they have them on  Wittenberg sent

(5) Alemannic
Sie hond se uff Witteberg gschickt
they have them on Wiitenberg sent
Both: ‘They have sent them to Wittenberg.’

However, in some sub-dialects of Alemannic, the preposition gen has survived and is used
actively by the speakers. Map 4 shows the acceptance of gV in Alemannic preceding a
place name.

Note first that the area in which gi is possible as a preposition cross-cuts the established
distinction between Middle Alemannic and parts of Swabian while on the other hand in
Switzerland, this usage is virtually non-existent. Such a pattern is typical for lexical variation
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Map 4: Acceptance of gV as a preposition with place name. blue: impossible; yellow: known, but
not used; green: accepted.

12 Deutsches Worterbuch, reference for entry: http://www.woerterbuchnetz.de/DWB?bookref =5,3342,23.
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and we will see more examples of it below. But here, it additionally correlates clearly with
the (im-)possibility of reanalyzing the original preposition to a verbal head. Although I do
not have area-wide data, informants from this region mentioned several times explicitly'?
that they can use gi/ge only with intransitive verbs. Translated into structural terms, this
means that these speakers only use gi/ge only with a nominalized form of the verb, without
any functional structure. In the northern part of Swabian, gi is not used as a preposition
and gi can occur at the left periphery of a more expanded infinitival complement to a
higher extent. In the dialects in Switzerland and crucially also in the High Alemannic part
in Germany, the prepositional use is not possible. The category label in these variants has
eventually changed from P to V — with the relevant consequences for the syntax, specifi-
cally that it occurs left-adjacent to the lexical verb, forming a verbal complex.

In sum, the just-sketched case of syntactic variation shows all the traits that we
would expect from parametric variation in the sense that there is a difference in the
functional lexicon which has consequences for the outer syntax of the construction.
Furthermore, the distribution in the relevant case concurs with the established sub-
division of Alemannic.

2.3 The pattern of lexical variation

As was discussed above, variation in the (non-functional) part of the lexicon is expected to
show patterns that deviate in a more unsystematic way from the established boundaries. A
lexical content item can easily be borrowed and integrated into a language without touch-
ing the systematic parts of the grammar. Therefore, whether a certain item is borrowed
(and actively used) is up to the individual speaker in the end. And whether it spreads or
not is an issue of socio-linguistic questions and thus again outside of the grammar. The lex-
ical item that illustrates such a situation is the Standard German verb verwenden (utilize).
The task was to translate the sentence in (6):

(6) Standard German
dass Goldschmiede am liebsten Gold verwenden, ...
that goldsmiths at best gold use
‘Goldsmiths use preferably gold.’

Although verwenden is a very common verb in German, it is felt by many dialect speak-
ers to belong more to the written style. And indeed, the informants replaced this verb to
a large extent. The bulk of replacements consisted of either brauchen (utilize) or nehmen
(take). The areal distribution is depicted in Map 5:

187 informants out of 529 (35%) used verwenden: the map reveals that the percentage is
higher in German-ALM. However, this aspect tells us merely that this verb is transferred
quite easily into the dialect - if it is offered in the stimulus sentence.

More interesting is the sharp division between brauchen and nehmen. Brauchen is used
exclusively in Swiss-ALM. Even in the High Alemannic area in Germany, which patterned
together with Swiss-ALM in the gV-construction, this lexical item is not found. Note fur-
thermore that there is no single occurrence of brauchen in Vorarlberg, a region that also
patterns usually more with Swiss-ALM. But note the asymmetry: verwenden occurs in
Swiss-ALM as well as nehmen. The areal distribution of the latter — most of the occurrences
are found near the border to Germany — suggests that this is due to language contact.
Thus, Swiss-ALM speakers show interference effects for both verbs. On the other hand,
German-ALM does not use brauchen. Thus, the conclusion is that brauchen in this context
belongs exclusively to the lexicon of speakers of Swiss-ALM. Compared to the maps that

13 For every data block for judgments, the informants had the possibility to give further comments on the
issue. The observations just reported stem from such comments as well as from personal communications.
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Map 5: Verbs replacing verwenden. blue: verwenden (utilize); green: brauchen (utilize); yellow:
nehmen (take).

were discussed in the previous section, the historically grown sub-divisions of Alemannic
are obviously not the decisive factor.

This situation is expected if the considerations from above are on the right track. Lexical
change or borrowing produces areal patterns that do not coincide with the established
sub-divisions. And this is due to the fact that the lexicon is consciously accessible by the
speakers and thus a matter of free variation.

2.4 Clustering on the map: conventionalization

In this sub-section, I will discuss an instance of the situation described under 2. in the
introduction. This pattern is somehow in-between, as it does not follow the traditional
sub-division, but nevertheless shows rather clear areal distributions in terms of cluster-
ing of certain variants. The phenomenon in question is the order in 3verb-clusters. The
variation attested in 3verb-clusters (either in German or Dutch dialects) is one of those
topics where keywords like “surface variation”, “optionality”, and “under-determination”
show up regularly. The reason is simple: nearly all possible linear orderings of the three
verbs are attested in the various West Germanic dialects, see Schmid/Vogel (2004) and
Wurmbrand (2006, 2017) for a detailed and comprehensive overview about the data and
theoretical approaches in recent years. Seiler (2004) detected an interesting areal pattern
of variation in Swiss-ALM: he shows that the attested patterns can be modeled by assum-
ing that head-finality increasingly vanishes from East to West. Such that the harmonic
123 orders' occur only in the West. He shows that there is an inclusiveness relation and
models it in an Optimality theory framework. Another prominent work on this issue in
the context of the discussion here is Barbiers (2005). Confronted with a comparable situ-
ation in the Dutch dialects, he concludes that the actual choice of a specific order'® in a

14123 refers to the order: auxiliary — modal — lexical, see below for further explanation.

!5 In contrast to Schmid & Vogel (2004), orders where the hierarchically second verb is linearly first, never
occurred in Barbiers' data. The same is true for the data from Alemannic that will be presented below.
Barbiers (2005) assumes that the 123 order is the base generated one and that the deviant orders arise via
movement of the lower VP(s) to the specifier position of the higher one - either accompanied by pied-piping
or not. This derives the attested orders — and only these.
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given area is not driven by the grammar, but must instead be delegated to outer syntactic
factors. Finally, Sapp (2011) argues for the same point on the basis of diachronic data and
shows that the factors that may have influence on a given choice of order are all outer-
syntactic and thus that the variation cannot be captured as parametric variation.

With this background, let us have a look at rather recent data from SynAlm. The data I
will discuss in this section are actually a “by-product” of a translation task that originally
aimed at the form of the complementizer in temporal clauses. The sentence of this task is
given in (7), (FB2_Q_12-3).'¢

V2] Standard German
Als ich gehen wollte, kam Otto gerade
when I  go wanted, came Otto just
‘When I wanted to leave, Otto arrived at the same moment.’

Alemannic does not have a simple past; thus the modal verb inflected for past tense in
Standard German was transformed by our informants into a finite auxiliary (have) and an
infinitival form of the modal verb,!” giving rise to the patterns of the 3verb-clusters in (8)
and compare with Map 6:

(8 ..habe wollen gehen 123 (aux-mod-lex) light blue on the map
...habe gehen wollen 132 (aux-lex-mod) dark blue on the map
..gehen habe wollen 312 (lex-aux-mod) dark green on the map
..gehen wollen habe 321 (lex-mod-aux) light green on the map

fpae o

These were the only orders produced by our informants in this task. Since the original task
did not aim at the order in verbal clusters, there were neither contrasting orders presented
nor judgments or preferences asked. The informants produced these 3verb-clusters spon-
taneously and thus were completely unbiased.
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Map 6: Different orders in a three-verb cluster. dark blue: aux-lex-mod; light blue: aux-mod-lex;
dark green: lex-aux-mod; light green: lex-mod-aux.

16 This data set stems from 619 translations.
7 An infinitive and not a participle because Alemannic shows the IPP effect, i.e. the expected participle is
realized as an infinitive, see e.g. Wurmbrand (2004) for explanation and illustration.
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First, Swiss-ALM shows a completely uniform behavior in that only the order aux-mod-
lex (123) occurs. In the Northwest there is a clear preference for clusters of the 312 type,
in which the lexical verb is in initial position but immediately followed by the auxiliary.
The order aux-lex-mod (132), on the other hand, clusters in the Swabian area. Vorarlberg
shows a preference for an initial position of the lexical verb as well. Recall that Vorarlberg
belongs politically to Austria — a country in which Bavarian is the predominant vari-
ant. Bavarian does not show the pervasive predominance of verb raising as Alemannic or
Dutch, although it is attested to a certain amount and in fact the 312 order seems to be the
most common one, see Patocka (1997). The order lex-mod-aux (321) occurs exclusively
in the northernmost area. This is an area that does not belong to the Alemannic dialect
group.'®

So far I have not discussed data from Alsace. The reason is that the number of inform-
ants is rather small and is thus not representative. However, the fact that the order in
the verbal cluster is one of the few phenomena where the Alsatian speakers show com-
pletely uniform behavior is striking. If we take into consideration that Alsatian speak-
ers are in general bilingual — with French as the other language — the strong preference
for the 123 order does not come as a surprise. Recall that this is the only grammatical
possibility in French. That means, we have two regions (Vorarlberg and Alsace) where
obviously language contact plays the crucial role for the actual outcome of the order
in a 3verb-cluster. This finding corroborates the analysis proposed in Barbiers (2005).
Note that language contact seems to be at stake as well in the northern region where
the 321-order “trickles down” into the Swabian area. 321 is the Standard German
order and we can be rather sure that all dialect speakers are confronted with this ver-
sion to the same extent. Nevertheless, the more to the south, the less the speakers pro-
duce it. Thus, language contact plays a role in the choice of the possible orders. But
this is not due interference from Standard Germansince otherwise it would be hard
to explain why this order is confined to a certain area. Recall that the interference
effect concerning the lexical item verwenden did not show any regional clustering of
this type.

I will refrain from discussing the syntactic analysis that produces the different variants
but refer the reader instead to the above cited work. Important for the discussion here is
that the choice of the order is prone to the linguistic environment and thus we can classify
this type of variation as conventionalization.

A final remark on Swiss-ALM. That the Swiss-ALM speakers uniformly produced the
123 order seems to stand in a slight contrast to the findings in Seiler (2004: 380). He
reports that 312 orders can actually be found in the East of Switzerland. There are two
things to consider: (i) Seilers data basis is much more fine-grained than the one reported
here: he makes a distinction between judgment data and preferred variants. The data
here in contrast stem from one translation task and are produced “spontaneously”.'® (ii)
the informants of SynAlm knew that the questionnaire had been sent to all Alemannic
speaking areas. And of course, dialect speakers know about the prominent features of
their own dialect and to a certain extent about the differences with neighboring dialects.

18 As can be seen from the Wiesinger map, this area includes the transition zone between Swabian and
Rhine-Franconian. This finding is a neat confirmation that verb raising, resp. the variable order in
3verb-clusters is a typical feature of the Alemannic dialects. The reason why this area was included in
SynAlm - although not belonging to the Alemannic dialect group - is that it is immediately adjacent to the
area covered by the project SyHD, see fn. 1.

19 As much as this is possible in a written questionnaire. But note that only 10% of the speakers reproduced
the Standard German version with the simple past, i.e. wollte.
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Thus, it is entirely conceivable that speakers in this task deliberately chose the variant
that they knew was essentially unique to their dialect. The important thing for the dis-
cussion here is that it is exactly this area of the grammar where we we find the leopard
spots pattern.

In sum, this section has shown that the three differing patterns of areal distribution can
be brought together with three distinct types of variation, discussed in section 1:

(i) Particle gi/ge/ga with motion verbs
This is a pattern based at first sight on a phonological difference but which had
consequences for the syntax in terms of the pre-condition for reanalysis and with
it a different syntactic analysis, i.e. parametric variation.

(ii) The distribution of the verbs brauchen/verwenden/nehmen
This is a pattern where the artificial border between Switzerland and Germany
played the crucial role. This pattern was found with lexical variation, i.e. a part
of the linguistic knowledge that is consciously accessible.

(iii) Ordering within the verbal cluster
This is a pattern where certain variants cluster but neither follow the established
linguistic borders in terms of sub-dialects nor the artificial borders, i.e. a case of
conventionalization.

In the next section, I will show that all the three patterns established until now show up
within one syntactic phenomenon, namely the distribution of the infinitival marker zu.
The occurrence of the three patterns will then be taken as the starting point for an analysis
of the infinitival marker that is able to account for this fact.

3 Variation with infinitival markers

Standard German distinguishes formally between two types of infinitival complements:
those that take a bare infinitive (modal and perception verbs) and those where the non-
finite verb form has additionally the marker zu. The following set of examples gives an
overview of the different types of ICs in Standard German and illustrates which of the ICs
contain an IM:

9 Hans will/darf/kann/muss & ein Eis essen. modal verb
Hans wants/may/must an ice(cream) eat
‘Hans wants/may/must eat some ice cream.’

(10) Er sieht/lasst die Kinder ¢ spielen. perception verbs, let
he sees/let  the children  play
‘He sees/let the children play.’

(11) Ich verspreche, den Rasen  zu madihen. propositional
I  promise the lawn to mow attitude verb
‘I promise to mow the lawn.’

(12) Der Rasen scheint zu wachsen. raising verb
the lawn seems to grow
‘The lawn seems to grow.’

(13) Diese Wolle ist gut zu stricken. tough-construction
this wool is good/easy to knit
‘This wool is easy to knit.’
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(14) Ich habe vergessen/versucht, die Tiire zu schliellen. forget/try-type
I have forgotten/tried the door to close
‘I forgot to close the door.’

(15) Ich habe nicht genug Geld, um eine Fahrkarte zu kaufen
I have not enough change in-order a  ticket to buy.
purpose infinitive
‘T do not have enough change to by a ticket.’

The presence/absence of the IM is generally taken to be an indication of the syntactic size
of the IC: modal and perception verbs take as their complement only a bare VP whereas
the other constructions show some functional structure above the lexical VP, among them
at least TP as the host of the IM. This varying size of the functional part is connected to the
different restructuring possibilities, as has been shown at length by Wurmbrand (2001).
What is also shown by Wurmbrand is that there is no dichotomy for restructuring — as
would be expected by the simple presence/absence of the IM. Rather there are different
degrees of restructuring: from no restructuring at all (e.g. propositional attitude verbs) via
semi-restructuring with the forget/try-class to full restructuring with modal verbs. Thus,
the mere presence/absence of the IM does not correspond to the attested distinctions in
terms of restructuring.

Moreover, as is known from the discussion of diachronic data, the IM has not always
shown this uniform distribution. While modals and perception verbs indeed take uniformly
bare VP-complements, inchoative verbs (begin) and simultaneous and irrealis verbs like con-
sider, learn, dare, forget, try sometimes show an IM — and sometimes not, see Ijbema (2002)
for Dutch, Demske (1994; 2001) for Old and Middle High German. Already Paul (1920: 97,
§8333ff) notes the optionality of the IM in Middle High German with this verb class.

Considering the Alemannic data that will be discussed immediately, the situation in
this dialect in fact resembles the diachronic stages just sketched: while modal verbs and
perception verbs do not have an IM in their complement, there is still a high amount of
variation with the forget/try-class whereas the propositional attitude verbs take prefer-
ably finite clauses as their complement, see Brandner (2006) for detailed illustration, see
also section 3.4.1 for further discussion. Raising, as exemplified in (12), is very uncom-
mon - and at least in German-ALM?° absent. Therefore, raising will not be exempted
discussed.

As the topic of this paper is the areal distribution, the question is now what type of pat-
terns these infinitival constructions show. I will concentrate on the forget/try-type, section
3.4.1; purpose infinitives will be dealt with in section 3.4.2, and finally I will briefly touch
the tough-construction in section 3.4.3.

To give a first idea about the amount of variation, consider Table 1:*!

20 The alternative to raising highly preferred in Alemannic is a parenthetical construction:

(i)  Er scheint rechtzeitig zu kommen Standard German
He seems in time to come

(i)  Er kunnt - schiint’s - zittig Alemannic
He comes seems it in time
Both: “He seems to come in time.”

21 The data stem from different projects on the Alemannic syntax. In a first explorative project, only
German-ALM speakers were consulted (N = 312). Later the same questions were presented to Swiss-ALM
speakers (N = 420). The numbers for the purpose infinitive stem from a different questionnaire with 732
speakers in total. All the data in table 1 were obtained with the same method (written questionnaire) and
involved yes/no judgment tasks. These data were already published partially in Brandner (2015).
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Table 1: Acceptance of bare infinitives.

Art.25, page15 of 34

forget/try-type
forget[......
| forgot [...(to) close...]

«wlum/zum/fiir?

purpose (low position)
o V]
...in order ....(to) buy

tough-construction
DP [pred ¢ V]
...good (to) knit

Swiss-ALM (n = 420)
German-ALM (n = 312)

Swiss-ALM (n = 228)
German-ALM (n = 502)

Swiss-ALM (n = 420)
German-ALM (n = 312)

overall 28% 22% 12%
Swiss-ALM 20% 22% 1%
German-ALM 39% 22% 26%
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Map 7: Bare infinitive under forget. green: no zu in IC - blue: with zu in IC.

There is a striking difference between the two countries when it comes to the acceptance
of bare infinitives in the infinitival complement (IC henceforth). German-ALM accepts
bare infinitives under the forget/try-verbs much more readily. Bare infinitives in purpose
infinitives on the other hand are in both countries accepted at the same rate. In tough-
constructions on the other hand, we find a very sharp difference. Consider first Map 7
representing the forget/try-verbs.

The distribution does not follow the Wiesinger-classification as neatly as in the first
example in section 2. Observe that in the Swabian-area as well as in the transition zones
between Middle Alemannic and High Alemannic, the acceptance of the bare infinitive is
quite high. In the northern parts of the Swabian, it even seems to be the preferred ver-
sion. In the Highest Alemannic area, in contrast, bare infinitives are not possible at all. In
the transition zones we find the expected mixture, with a certain optionality. Still, we can
conclude that the areal distribution is essentially based on the dialectal division and not
on the national border. It thus seems to be a typical case of what was identified above as
the pattern for conventionalization.

22 The type of element that introduces the purpose clause also differs across the Alemannic sub-dialects
(fiir vs. zum). I will come back to that in section 3.5.
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A rather different picture arises with purpose infinitives, see Map 8. Remember that
the acceptance rates were essentially equal in both countries. On the map however, we
can see that the bare infinitives cluster in the East of Switzerland; with some additional
instances in the transition zone near the German border around the city of Basel. In
German-ALM, we find in the Swabian part nearly the same amount of optionality as
with the forget/try-class. But note that in the north, the IM is obligatory — much in con-
trast to the findings with the forget/try-class. This suggests that we are dealing here with
two different phenomena — despite the uniformity in terms of the occurrence of zu in

Standard German in both types of ICs.

Finally, as could already be read off from the numbers given above, the results for the
tough-construction cross-cuts the dialectal border in the way we have seen it from lexical
variation, see Map 9. There is neither variation within the transition zone nor a trickling

down effect into other areas of Switzerland.
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Map 8: Bare infinitive in purpose clause. green: zu-less - blue: with zu.
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In face of these patterns and with the background on the areal patterns from above, the
initial hypotheses are the following:

« with forget/try-verbs, the pattern resembles that of the ordering in the 3verb-
clusters — with some regions showing a uniform behavior and others with some
inherent variability. As such, it seems to be a case of conventionalization and the
task is to find out a possible grammatical basis for this variability.

« with purpose infinitives, the pattern results either from a parametric difference,
given the quite clear-cut regions, or it is again an instance of conventionalization
— since they cross-cut in addition the established isoglosses. The task is then to
search for additional factors that may co-vary with this distribution of the IM such
that a parametric variation can be justified independently.

+ with tough-constructions, the distribution patterns with the cases of lexical variation.
This is unexpected since we are dealing for sure with a grammatical phenomenon.
So the question in this case is whether we are dealing with a completely different
phenomenon than the more typical instances of infinitival complementation and
that thus the IM is of a different nature than in the other infinitival constructions.

These issues will be dealt with in the next section.

3.1 The infinitival marker

In this subsection, I will briefly give an overview about the common views on the nature
and development of the IM before we enter the discussion about the variation in the con-
temporary dialects.

It is a widely accepted scenario that the IM in the West Germanic languages evolved
out of the allative preposition zu/to/te and grammaticalized into an infinitival marker,
see Haspelmath (1989), also Paul (1920, 8345). The general idea is that the notion of
goal which is entailed in this preposition can easily be transferred to the notion of future
and/or irrealis. Semantic bleaching of the preposition then allowed it to occur in contexts
without a future meaning such that it is now even compatible with factive verbs like e.g.
regret — which refer to an event in the past.

Ijbema (2002), in her detailed discussion and analysis of the role of the IM te in Dutch,
looks into the diachrony of Dutch te and finds an astonishingly similar situation to the
one in contemporary Alemannic. Again, the critical cases are verbs of the forget/try-class
where the IM is just like in contemporary Alemannic optional. Ijbema models this option-
ality by assuming that it is a side effect of the not yet completed grammaticalization of the
preposition te into an IM. According to her analysis, te first realized the [irrealis] compo-
nent within the IC. The bleaching mentioned above is accompanied by re-categorization
to a particle and this made it possible for te to occur in T. This is the syntactic position
where it is located in contemporary Dutch. Transferred to the other Germanic languages
with a similar development, this scenario is much in line with the work on Tense in infini-
tivals. Stowell (1982) already suggested to posit a tense-node within infinitives, also En¢
(1987), Landau (2004), but see Wurmbrand (2014) for a different view which will be
taken up below.

Still considering the diachronic issue, there is abundant evidence that zu-marked infini-
tives increased during the history in all the West Germanic languages. Traditionally, it is
assumed that the increase of zu-infinitives is due to a stabilization process in which the
bare (or optionally marked) infinitives were replaced by zu-infinitives. But Los (1999)
shows for English that the increase of the IM is rather due to the fact that the finite sub-
junctive complements of e.g. propositional attitude verbs were replaced by the marked
infinitive and that the bare or optionally marked infinitives were affected only to a rather
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low degree. Smirnova (2016) presents a detailed diachronic investigation of manipulative
(force, compel) and directive verbs (order, advice). First of all, zu-infinitives are found with
these verbs already in Old High German, see also Demske (2001), whereas bare infinitives
occur rarely with these verbs. Second, the spreading of the zu-infinitive is again due to
the replacement of the former finite clauses in this environment. Thus, she confirms Los’
(1999) findings for German, namely that zu-infinitives replaced finite/subjunctive com-
plements and not bare infinitives. The seemingly grammaticalization process consists thus
merely of a higher percentage of zu-infinitives in these environments. The spreading of
zu-infinitives to additional environments, due to the grammaticalization path postulated
by Haspelmath (1989) and Ijbema (2002) and triggered by semantic bleaching of the
preposition, can therefore not be confirmed. These findings cast doubt on the grammati-
calization scenario sketched above, especially that the increase of zu-infinitives is con-
nected to the semantic bleaching of the preposition, since it could replace the subjunctive
embedded clause from the beginning on, even under verbs that should show this behavior
only in later stages, if the semantic bleaching is a crucial factor in the development.

Considering in addition the contemporary variation with respect to the absence/pres-
ence of the IM with the forget/try-class in Alemannic — which is found in Middle Dutch
and in Old and Middle High German as well — the conclusion is that what has been stable
for hundreds of years is the variation concerning the presence/absence of the IM with the
complements of forget/try-class of verbs. In other words: we seem to have detected an area
in the grammar where underspecification is at stake in the sense that two different reali-
zations are possible in nearly equal terms. And this variability*® seems to be systematic,
given the persistence of the optionality of the IM. Therefore, one should seek a principled
reason why this verb class is so special. As a final remark closing this section, recall that in
standardized German only the zu-infinitive is licit, cf. (11). This requirement is probably
more an artefact of the standardization process itself. During this process one of the two
possible versions was chosen as the “correct” one for the written standard variant. Under
this perspective, we are dealing with a case of conventionalization, this time driven by
normative grammarians. In sum, the diachronic evidence as well as the areal patterns in
the contemporary dialect hint at conventionalization, as defined under 2 in section 1 and
illustrated in section 2.4.

Looking at the different types of verbs listed in (10)—(15) with respect to the presence of
the IM, what immediately comes to mind is that it is connected to the simultaneity of the
two events described in the matrix clause and the IC. The temporal extension of modal and
perception verbs clearly coincides with the temporal extension of the embedded event. In
contrast, e.g. with a propositional attitude verb like promise, the two events, the one of
promising and the one described by the embedded verb, can be temporally divided. If zu
is situated in T° the non-simultaneity can be accounted for simply by the presence of a
T-projection in the IC with its own temporal references whereas there is no such functional
layer above the lexical verbal projection in the other cases. But as we have already seen, the
situation is more complex and such a simple dichotomy is not sufficient: on the one hand
we have the forget/try-verbs with their inherent variability, as just discussed; on the other
hand, purpose infinitives and tough-constructions do not fit into the simultaneity picture
either. Note that a purpose clause for example may be adjoined to a nominal expression
and its future orientation is completely independent from the temporal expansion and the

2 Note that it is exactly this class of verbs which shows variable behaviour in Standard German, when it
comes to restructuring, see Wurmbrand (2001) for discussion. Thus, the obligatory insertion of zu did
obviously not change the syntactic properties, if we take the varying restructuring possibilities as an indi-
cation for the “in between” status of these verbs also in terms of the functional layers present. Under this
perspective, it might be worthwhile to reconsider the purely structural arguments in terms of the presence
of syntactic layers that allow (or prevent) restructuring. But a full discussion of restructuring is beyond the
limits of this paper.
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lexical meaning of the matrix verb. Tough-constructions like this book is easy to read have
more of a generic interpretation since the IC denotes merely a property and thus the ques-
tion of simultaneity does not arise in the same way as with modals and other IC-selecting
verbs. Therefore, a new perspective on the role and the semantic contribution of the IM is
called for. Such an approach will be sketched in thext section, followed by an application
of it to the single cases of ICs whose areal patterns gave rise to the suspicion that the uni-
formity of the IM and its clear-cut distribution in Standard German rather camouflages its
diversity.

3.2 Anchoring and the feature [coin]

In the following, I will use the universal spine approach, as proposed in Wiltschko (2014)
and preceding work by her with Ritter, e.g. Ritter & Wiltschko (2009, 2014).

The important insight from this work is that Tense — as we know it from the Indo-
European languages — is just one instance of the possibilities to anchor an event. Based on
a detailed analysis of data from various languages, which are reported to have no tense
distinctions in our understanding, they suggest that instead of temporal values (past, pre-
sent, future), deictic local expressions (proximal vs. distal) or 1./2. person vs. 3. person
pronouns? may be suitable to anchor an event as well. They posit the universal category
Anchoring Phrase and suggest that its featural specification consists only of the basic
feature [coin] for coincidence. Coincidence distinguishes whether an event is coincidental
with a contextually or linguistically given anchor or not. As such, it captures already the
above discussed notion of simultaneity in a direct way and we will see immediately that
the system gives us the needed flexibility to account for the situation described in the
previous section. A general structure of anchoring is given in (16) whereby arg_ is an
abstract representation of the two contents to be related:

(16)  Anchoring
AnchP

RN

Spec Anch’

RN

arg_ (Utt-T) Anch® Compl
[ucoin]

arg. (Ev-T)

sit
In a finite clause, the arg_ in the specifier position hosts the utterance time (Utt-T) and
the arg_ in the complement position represents the event time (Ev-T). The [ucoin] feature
will get a value that relates the (in this case) deictic value to the event time, [+ coin] in
case of present tense, [—coin] in case of future and past. The finite verb will then show
the respective inflection (m-marking in Ritter & Wiltschko’s terms). In a language without
tense-marking, the Anch®head hosts a lexical item (locative, person) that will deliver an
equivalent basis for the computation of the plus or minus value of [coin], e.g. the proxi-
mal preposition for [+ coin].

Embedded finite and non-finite clauses have an AnchP as well. The difference is that the
situational argument in the specifier is in this case anaphoric (pro) and it is bound by the
event time of the matrix AnchP:

24 This is the situation in Blackfoot (Algonquian), resp. Halkomelem (Salish). I refer the reader to the cited work
for a detailed exposition of these languages and their various ways of encoding the anchoring. The temporal
location in these languages is then expressed by using temporal adverbs, if a specific value is necessary.
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(17) embedded clause
AnchP

The value of the embedded Anch® of an infinitive is according to Ritter & Wiltschko
determined by the lexical properties of the matrix predicate. This type of assigning a
value is called predicate valuation and it means that the matrix verb determines the form
of the infinitive (specifically whether it shows up with an IM or not) via lexical selec-
tion. They then suggest that simultaneous verbs like try and begin value for [+ coin]
whereas propositional attitude verbs as well as manipulative for example for [-coin].
Thus, they adhere to a pure lexical semantic approach. As for the role of zu, they remain
silent. The way it is implemented, the system can deal again only with the strict dichot-
omy, for which we have seen that it is not adequate. Thus, a slight modification is
necessary.

But before going into the further discussion, a few remarks concerning the notion of
coincidence. It goes back to Hale (1986). Hale argues that this binary distinction is found
in essentially all areas of the grammar and that it is the one basic distinction around
which grammars of natural languages are built. Besides the temporal system (including
aspect) and the pronominal system,? the difference between locative and directional
prepositions can be subsumed under this notion as well. Interestingly, the core example
in Hale (1986) for the illustration of coincidence and non-coincidence is the difference
between the prepositions to and at. At is the proto-typical representative of coincidence,
other examples are by, in, along, over, past, through, and with, see Rapoport (2014) for
further discussion. To? on the other hand, due to its inherent complex semantics is an
example of non-coincidence. Which kind of local relationships does to entail? First, there
is a fixed location, i.e. the goal like the store in run to the store. Remember from above that
this is the component that is taken as being responsible for the future/irrealis interpreta-
tion of the IC — which then subsequently got bleached. Secondly, there is in addition a
path (motion) involved, namely from the (not necessarily defined) position where the
path starts until the goal is reached. Thus, the preposition zu entails a temporal expan-
sion. It is this latter component which I will take to be the relevant one for its suitability
as an IM: only if there is a notion of temporal expansion present, coincidence with an

% See for both areas Wiltschko (2014) for implementation.
2 as well as its internally complex cognates like into, onto, out of etc.
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event can be computed in a meaningful?” way. These considerations make it superflu-
ous to posit a semantic bleaching process for this preposition in order to account for the
cases where no goal (i.e. future/irrealis) is involved. And as was discussed in section 3.1,
there are serious problems with this assumption in any case. Furthermore, recall that
with verbs that take typically an IC (manipulative verbs), the zu-infinitive was already
present in the oldest texts. If I am right, there was no slow belaching process, rather, the
preposition was used for lexicalizing the [coin] value from the beginning on. And this is
not due to the notion of goal but rather that zu (like de in Romance) lexically involves
a temporal expansion. It is this meaning component which makes it suitable for lexical-
izing the [coin] feature.

Now recall that in the Ritter & Wiltschko system the value for the [coin] is not neces-
sarily bound to the verbal system. There are languages that use regularly prepositions
in order to anchor the event. I see no reason why languages should not mix the systems
and use for the embedded infinitival [coin] feature a preposition as the overt realization
(m-valuation) of the respective value. And as just discussed, the preposition zu is very
well-suited for this task since it brings in a temporal expansion which is necessary for
computing the [coin] value.

The suggestion is thus that in the case of a [-coin] value in a finite clause with the sub-
specifications for past and future, the Germanic languages use the verbal inflection and the
Anch-head is realized as a functionally extended verbal head (= traditional TP). In case of
an infinitival complement, a preposition is the m-valuation of the [coin]. This means we
do not have to adhere to predicate valuation, as Ritter & Wiltschko do. Note that if predi-
cate valuation is assumed to be responsible for the valuation, there is no way to account
for the distribution of the IM in a systematic way. But if the Anch-head shows m-marking
on its own, similar to a finite clause, predicate marking in the sense that it directly deter-
mines the form of the complement via selection is superfluous. That the [coin] value of
the IC matches with the lexical meaning of the matrix verb is then a matter of a “compat-
ibility check” rather than syntactic selection. This will give us the necessary flexibility
when it comes to the forget/try-class.

Based on this, I will suggest the following valuation rules:

i zu for the [-coin] value
ii. zero marking for the [ +coin] value

Note that zero-marking for the [+ coin] value does also hold for finite tense: present
tense, i.e. [+ coin], in the Indo-European languages is equally not marked morphologi-
cally. This parallelism makes the proposal attractive, since such a parallelism cannot even
be formulated if one sticks to outer-linguistic notions like goal etc. for the reason why zu
is used in ICs.

The proposal is furthermore much in line with recent considerations on the role of tense
in infinitivals in Wurmbrand (2014). Wurmbrand argues extensively that there is no syn-
tactic TP in ICs, in contrast to the more traditional treatments of ICs. According to her,
three different types of infinitives have to be distinguished:

i. future infinitives (like want, expect): the future interpretation is due to the
presence of a modal-like projection (wollP) but which crucially does not involve
a tense-value.

27 Note that in French, the IM is de (from). This preposition is the counterpart of to in that it entails a path as
well. The only difference is that the starting point is specified and not the goal. This again casts doubt on
the traditional grammaticalization scenario with its foregrounding of the goal/purpose component.
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ii. simultaneous propositional verbs (like claim and believe): the reference time of the
infinitive is related to the attitude holders NOW.

iii. simultaneous non-propositional verbs (like the try/forget-class): they form a single
temporal domain with the matrix verb.

The main diagnostic is the (in-)compatibility with time frame adverbials like tomorrow,
yesterday, which are computed based on the reference time of the matrix clause. The first
class allows these adverbials (Today, John expects to leave tomorrow) whereas the other
two classes show restrictions. Specifically, the third class does not allow such an adverbial
at all (*John tried/began to leave tomorrow) whereas with the second class, an adverbial
is possible if there is an additional aspectual marking (John claimed [to have left/to be
leaving/*leave at three]. As I am mainly concerned with the third class, whose temporal
properties will be discussed in section 3.3.1 in more detail, I will only briefly mention that
the two other classes can be captured quite easily in the system here: for future infinitives,
the value is clearly [-coin] and the occurrence of zu is expected. As for class II., Wurm-
brand shows that the temporal expansion of the attitude holder’s NOW and that of the
embedded event do not coincide (there is either shifted past or an imperfective in which
the attitude holder’s NOW is included) and thus again zu-marking is expected.

Concerning the infinitival marker, Wurmbrand (2014: 414, fn 8) explicitly remains neu-
tral when it comes to its position and function in ICs. However, she states that zu is cer-
tainly “not a tense element”. In addition, according to her, it seems pointless to give it a
unified semantics in view of the fact that it is compatible with so many different mean-
ings, cf. the different types of infinitival constructions illustrated for German above. But
with the considerations about its meaning contribution in terms of coincidence and the
ingredients just proposed, the undertaking is may be not that hopeless.

In sum, I assume instead of a TP an AnchP?® with its [ucoin] feature to be valued. Note
that the assumption that the head of AnchP is category neutral in the sense that it might
host prepositional or nominal categories as well, allows us to posit the preposition within
the clausal projection without the necessity to postulate a process of re-categorization to
a particle. In this sense, we can again depart from the traditional grammaticalization sce-
nario. In the next section, I will now discuss how the three different classes of verbs for
which we have seen the varying areal patterns can be analyzed in the system proposed here.

3.3 The feature [coin] in infinitival complements

For the sake of completeness, let me just mention that the complements of modal and
perception verbs now are expected to not show an IM. From a semantic point of view,
it seems uncontroversial that they cannot have a different temporal expansion than the
event described by the VP. And as mentioned above, throughout the diachronic develop-
ment as well as in contemporary Alemannic, the ICs of these verbs are bare infinitives.

As a reviewer points out, the system proposed here, in which the IM is indeed meaning-
ful, seems problematic for a verb like wollen. This verb construes like a modal verb with a
[+ coin] value and thus without an IM. The verb wiinschen (wish) however has essentially the
same semantics but construes as a future infinitive with an IM and thus has a [-coin] value.

First note that wollen is the only modal verb that can alternatively combine with a finite
clause in Standard German:

28 The syntactic arguments that have been brought up in the literature for positioning zu/to/te in T are not
affected by this reasoning, as the relative position of the AnchP is the same as the one of the traditional TP
in infinitives. I will not discuss here the actual positioning of the IM, see Salzmann (2016) for arguments
that the positioning has to be accounted for on a post-syntactic level, also Schallert (2018).
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(18) a. Hans will mehr Geld verdienen
Hans will more money earn
‘Hans wants to earn more money.’

b. Hans will, dass er mehr Geld verdient
Hans will that he more money earns
‘Hans wants/wishes that he earns/would earn more money.’

Such an alternation is not possible with the other modal verbs. This shows already that
the modal wollen has entered the lexicon of German with a different entry, namely as an
alternative to wish/desire. Of course I admit that these verbs are quite close in terms of
their lexical semantics. But this is not necessarily an argument against treating zu as a
meaningful element the way I sketched it above. Close or nearly identical lexical content
can often be expressed by using different syntactic constructions. Wollen is a modal verb
that is very close to an interpretation as a future infinitive, especially since the ordering
source does not come from the outside. Thus, it would even be expected to be able to
occur with an IM - which it does not (yet?).

As the reviewer further notes, there is another problematic case where both types of ICs
are possible: this is brauchen (need) in German. In its negated form, it is interpreted as a
modal verb and consequently it can occur also without the IM:

(19) Du brauchst das nicht (zu) tun
you need that not (to) do
‘You don’t need to do that.

Although I claimed above that modal verbs are temporally coincident with the embedded
event, this is in fact not that obvious as it is for example with the perception verbs. The
reason is that modalization brings in additional aspects than the pure temporal relation
between two Anch-heads in terms of coincidence. Thus, I agree that a satisfying treatment
of modal verbs requires a much more careful treatment in order to capture the different
further semantic effects of modalization. It may very well be that the reason for their not
having zu-complements must be found in fact somewhere else.? However, again, this is
then still not an argument against treating zu as a meaningful element. I will leave the
discussion about these further aspects of modal verbs for future work. Instead I will turn
now to the question how to analyze the simultaneous non-propositional class (try, forget)
— exactly that class that shows the variable behavior systematically — and not dependent
on different readings.

3.4 Try and its Rin

Consider first the following examples where in one case an achievement verb and an
activity verb is combined with either a modal verb or try:

(20) Achievement verb
a. Ich versuchte stundenlang ihn zu erreichen. try + ADV ok
I tried for hours him to reach
‘I tried to reach him for hours.’

29 What immediately comes to mind is that the verbal complement of modals does not have any functional
structure at all (thus also no AnchP) and that they are directly inserted in an extended functional projec-
tion of the verb, see again the various work by Wurmbrand. In this case then, the absence of the IM would
follow trivially.

30 with the can-modality, the temporal adverbial is possible. However, the interpretation in this case is the
availability/disposal interpretation.
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b. Ich erreichte ihn (*stundenlang). lex + ADV
I reached him (for hours)
intended: ‘I reached him (for hours).’

c. Ich musste/durfte/konnte® ihn (*stundenlang) erreichen.
I  must-/was allowed /was able him (for hours) reach
mod + ADV  *

intended: ‘I had to/was allowed to/was able to reach him (for hours).’

(21)  Activity verb

a. Ich versuchte (stundenlang) zu arbeiten try + ADV ok
I tried (for hours) to work
‘I tried to work for hours.’

b. Ich arbeitete (stundenlang) lex + ADV ok

I  worked (for hours)
‘T worked for hours.’

c. Ich musste/durfte/konnte (stundenlang) arbeiten mod + ADV ok
I must/was allowed/was able (for hours) work
‘I had to/was allowed to/was able to reach him (for hours).’

(20Db) is out because the temporal adverb for hours is combined with an achievement verb,
which does not have a temporal expansion. But when construing it with try, the adverb
becomes possible. Adding a modal verb does not lead to this effect. This effect shows that,
whichever further factors come into play with modal verbs, at least their temporal expan-
sion is immediately dependent on the properties of the lexical verb, cf. the brief discussion
in section 3.3. With activity verbs, no differences can be observed in either version. So the
relevant contrast is between (20a) and (20c).

Grano (2011) suggests that try brings in an additional temporal component, which he
calls the preparatory phase. And it is obviously this preparatory phase that can be modified
by the adverb. The preparatory phase is seen as a (mental) state that turns into an inner
stage as soon as the event described by the embedded verb has started. Importantly, when
using try, the preparatory phase has already begun, i.e. one part of the complex event
is realized already. This is the important difference to e.g. want where there is no such
intimate connection. Want is a typical future infinitive in the sense of Wurmbrand (2014)
which is compatible with two different time frame adverbials, i.e. yesterday, I still wanted
to leave tomorrow. This is not possible with try, cf. *I tried yesterday to meet you tomorrow.>!

A similar temporal structure can be posited for forget — although reversed in a sense
since there is of course no preparatory phase. But still a mental state must be assumed
that covers the inner stage of event the same way as with try. Thus, forget itself also has
a temporal extension of its own — independent from that of the embedded lexical verb.
When considering phase verbs, similar considerations apply and the same is true for dare.
The important point is that in contrast to modal and perceptions verbs, there are two dis-
tinguishable phases with these verbs, but wshich are nevertheless temporally tied to each

%1 Tjbema (2002: 103) cites an example, where this seems to be possible (translated from Dutch to German):

(i) Gestern hab ich versucht ihn morgen nicht treffen zu miissen.
Yesterday have I  tried him tomorrow not meet to must
‘Yesterday, I tried to not have to meet him tomorrow.’

I agree that the example is somehow acceptable, but this is obviously due to coercion: the correct para-
phrase would be: Yesterday, I tried (to make arrangements) such that I don't have to meet him tomorrow.
Grano (2017) discusses several cases of coercion in uncommon uses of try.
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other: one where the event and try-state coincide and one where there is only a try-state
in its form of the preparatory phase. The claim is now that exactly this special property is
the basis for the optionality of the IM with these verbs: both specifications of the infiniti-
val complement are compatible with the special temporal properties of these verbs — and
thus it is expected that both versions occur to nearly the same extent.

Let us then come back different to the areal patterns. We have just seen that the overall
temporal organization of the forget/try-class is inherently flexible. Thus, the point where
variation from a semanto-syntactic point of view is to be expected could be identified.
The question now is: how can we explain that in some areas the variability is directly
reflected in the acceptance rates®? (recall that 39% in German-ALM accept no IM with for-
get), whereas in others, only the version with an IM is possible, cf. the Highest Alemannic
region? Assume the following scenario: as we know from the diachronic data, the varia-
tion between IM and zero-marking with these verbs is a stable property of the ICs of these
verbs. Thus, the language acquirer was and is confronted with variable input. But due to
the special semantics of this class of verbs, either value for [ucoin] is compatible with the
temporal organization and the optionality of the IM is tolerated by the grammar. Under
this perspective, the question is rather why does the IM-marker occur so regularly in the
Highest Alemannic regions, i.e. why do we not find the same amount of variation there?
If we consider the maps for the forget-type, it is obvious that contact plays a role, i.e. the
closer a Swiss German region is to Germany, the more the zu-less infinitives are accepted.
Now note that the account proposed above does not per se exclude that there is a uniform
marking with these verbs — even without a prescriptive grammar. In High Alemannic, the
zero-form was obviously less common at a certain point in time. The variational input
seized and the possibility of a bare infinitive finally died out.

In sum, the variational pattern that is found with the absence/presence of an IM in the
forget/try-class of verbs is a typical instance of conventionalization in the sense that both
values are compatible with the temporal structure of these verbs; in some areas, this situ-
ation is reflected directly by the near free variation between the different versions — in
others, a uniform pattern is preferred — but there is no indication that either choice has
further consequences in terms of interpretation.

3.5 Purpose infinitives

Let us now look at the zu-less infinitives in purpose clauses. First recall the facts: the pos-
sibility of having a zero-marked infinitive covers by and large the same area. In German-
ALM there is a high amount of variation, i.e. speakers can choose rather freely whether an
IM occurs or not. In Swiss-ALM on the other hand, the area in which there is free variation
is confined to the East. At first sight, this is a nice corroboration of the varying input sce-
nario that we have seen above for the forget/try-verbs, as language contact seems to play
a role. But we will see immediately that things are different here and that we are dealing
with a “well-behaved” case of syntactic variation such that the possibility of variation is
tied to the functional specification of the various complementizers used in a given variant.

A purpose infinitival clause is not selected by the matrix verb. Instead, it modifies either
a nominal expression (I took x in order to achieve something (with x)) or it modifies the
event expressed by the VP (I did x in order to achieve something (via x)). Thus, we might
ask if the issue of temporal relation and thus the [ + coin] is relevant at all in these cases.

32 A reviewer asks about the variation at the level of the individual speaker. I cannot answer this question
as the data reported here merely map the judgments that were given during the questionnaire study. But
from anecdotical data, I can assure that speakers can use both versions. Some informants judged the bare
version as the older one. This would indicate that also the standardization has an impact on contemporary
Alemannic — which is of course expected.
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But clearly, purpose clauses occur with ICs and the reason is that the notion of purpose
already entails that the purposed event is always a (relative) future irrealis — irrespective
of the lexical meaning of the verb in the matrix clause. Now given this, the value in a pur-
pose infinitival clause is always [-coin]. For this reason, they should always show up with
an IM - contrary to the facts found in Alemannic. Recall that about 20% of the speakers
accepted a zu-less infinitive in these constructions.

Now purpose infinitives are distinct from other ICs not only in that they are not selected
but in addition, they are introduced by a complementizer; in Standard German, this is um:

(22) German
Ich habe zu wenig Kleingeld, um eineFahrkarte zu kaufen
I have too less cash in order a ticket to buy
‘T don’t have enough cash (in order) to buy a ticket.’

In Alemannic purpose clauses may be introduced by um as well, but there two alternatives
to this complementizer, namely zum or fiir (for English: in order). The Map 10%* shows the
distribution of these three3! forms.

The region that uses fiir is co-extensive with the one where zu-less infinitives are disfa-
vored, cf. Map 8. Thus, these two properties must be related and we should be able to find
a syntactic explanation for the differences.
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Map 10: Distribution of zum (blue) vs. fiir (yellow) vs. um (green) in purpose infinitive.

33 The task used in SynAlm for purpose infinitives is identical to a task in SADS. SADS and SynAlm collabo-
rated such that SynAlm took over some of the questions from SADS in order to get the same type of data for
Germ-ALM. The results concerning fiir und zum in Switzerland as presented here are nearly identical to those
that are given in Seiler (2005), based on data from the project SADS. Even the effect that speakers using zum
accept zero marking more readily in the embedded infinitive could be reproduced. This is a nice confirmation
that the data gained with the methods used in both projects are reliable. Seiler (2005) presents a detailed dis-
cussion about several aspects of the purpose infinitives and bases on them a general discussion about the nature
of syntactic isoglosses. As I am interested here mainly in which way the data fit or contrast with the other
infinitival constructions, I refer the reader to his work for more aspects of purpose infinitives in Alemannic.

34 Note that um is scattered all over the Alemannic area. This is probably an interference from Standard
German. But note in addition that in the non-Alemannic area to the North, zum is virtually absent.
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Looking at the numbers for this task, as summarized in Table 2, the correlation is even
more obvious:

Table 2: Forms of a purpose infinitive in translation task.®

trans FB, BW CH EL VA
n=757 100% n=502 100% n=228 100% n=9 100% n=18 100%
finite clause 14| 1.85% 1 219% 3 1.32% 0 0% 0 0%
flr zum... vV 1 013% 0 0% 1 0.44% 0 0% 0 0%
fur... zv 102 | 13.47% 20 | 3.98% 75| 32.89% 7 7778% 0 0%
fur..v 5| 0.66% 1 0.2% 4 1.75% 0 0% 0 0%
fur... zumV 4 0.53% 4 0.8% 0 0% 0 0% 0 0%
n.a. 37 | 4.89% 37 7.37% 0 0% 0 0% 0 0%
other construction 50  6.61% 28 | 5.58% 20 8.77% 0 0% 2 NMN%
um...V 3 0.4% 2 0.4% 1 0.44% 0 0% 0 0%
um... zV 240 31.7% 188 | 37.45% 43 | 18.86% 2| 22.22% 7 38.89%
um... zumV 46 | 6.08% 46 9.16% 0 0% 0 0% 0 0%
no data 28 3.7% 21 418% 6 2.63% 0 0% 1 5.56%
zum...V 166 @ 21.98% 109 | 21.71% 50 | 21.93% 0 0% 7 38.89%
zum... zV 53 7% 28 | 5.58% 25 | 10.96% 0 0% 0 0%
zum... zumV 2 0.26% 2 0.4% 0 0% 0 0% 0 0%
zu...V 4 0.53% 3 0.6% 0 0% 0 0% 1 5.56%
AY 2 0.26% 2 0.4% 0 0% 0 0% 0 0%

The table summarizes the varying patterns that were obtained from the translation
task in FB3-6-3 and which is given in (22). The translations are categorized according to
the element introducing the purpose infinitive (fiir, zum, um) and additionally according
to whether or not the infinitival verb is preceded by an IM. About 22% with zum in the
left periphery accept® a bare infinitive. But less than one percent of those using fiir or um
can have a bare infinitive. Thus, the choice of the initial element plays a crucial role in
allowing a bare infinitive or not.

Note that the IM in these cases is zum. I will follow Postma (2014)% who suggests that
this form is the result of T-C movement of zu which adjoins to um which is in turn base
generated as a complementizer in C° This yields in the end the surface form zum. This
analysis immediately gives us a clue to account for the attested variation: in those variants

% This is a cut-out from the SynAlm database, showing the results in the form of a ‘datasheet’. The results
should be read as follows: The leftmost column gives the forms according to which the translated sentences
were categorized. The next column gives the overall percentage of attestations. The further columns
distinguish then between the different countries in which Alemannic is spoken: BW: German-ALM; CH:
Swiss-ALM, EL: Alsace; VA: Vorarlberg.

% Note that the bare infinitive is also the preferred one: only 7% use an additional zu-marking in the infini-
tival complement. This “over-marking” can rather safely be attributed to the influence of the prescriptive
standard variant that posits invariably a zu-IM in all kinds of ICs (except modals) immediately preceding
the infinitival verb.

%7 Postma (2014) develops his analysis based on data from a Pomeranian dialect spoken today in Brazil — which
nevertheless shows astonishing parallels to the Alemannic situation also in other respects. He connects
the assumed movement of zu to the C-position with a ,weak“ Tense in this language. Evidence of this
are the impoverished paradigms for past tense. Again, the situation in Alemannic is the same. As a close
investigation of these issues is beyond this paper, I will leave it for future work. But note, this uniformity
in patterns shows that if there is no prescriptive standard variant, in the end, the natural development
generates a consistent distribution.
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using zum, the [ucoin] feature is valued by zu in the Anch-head, lexicalizing the [-coin]
value. The subsequent movement to C° as one option yields then the surface form. If on
the other hand a variant chooses fiir as the lexicalization of purpose® in C° the IM zu is
indispensable to value the [-coin] value.® Note finally that those speakers using um (the
Standard German version) have the zu in the Anch-head as well. The same reasoning as
for fiir applies: with um as the only functional item in the representation of the clause,
the [-coin] value would not be lexicalized. As such, the seemingly optionality of the IM
in purpose clauses is of an entirely different nature than that with the forget/try-verbs. It
is a clear case of parametric variation.

In sum, the discussion of these two infinitival constructions has shown that the possibil-
ity of accepting bare infinitives is the outcome of several factors, namely:

i. the inherent semantic variability of the forget/try-verbs leads to either free vari-
ation (German-ALM) but may also show the pattern of conventionalization,
Swiss-ALM.

ii. the more complex syntax of purpose infinitives with their overt C-layer is a case
of parametric variation. The possibility of zu-movement to the C-head gives
the impression of a bare infinitive — however [-coin] is nevertheless specified
since the IM is base-generated in the Anch-head. If a different lexical item is chosen
for the purpose meaning (um, fiir), zu must stay in the Anch-head.

These two cases show how important it is to consider the areal variation. The pure num-
bers as in table 1 would not have led to the findings just discussed. In the same vein, only
considering the distribution on the maps would have lead one to categorize this variation
as a further instance of conventionalization. However, if the two types of information
about variational dialectal data are combined, the maps and the numerical data, then the
more comprehensive data can lead us to more adequate analyses.

3.6 Tough-constructions

Let us then finally turn to the tough-construction. The example given to our informants
was:

(23) Die sell woll isch guet (zu) strigge ALM
the that wool is good to knit
‘This wool is good/easy to knit.’

Recall that in this case, the areal pattern reminded on the pattern for lexical varia-
tion, illustrated in section 2.3: there is a sharp division along the political border
between Germany and Switzerland. Whereas 26% accepted a version without the IM in
German-ALM, this version was categorically rejected in Switzerland. I claimed that such
an artificial division seems to be typical when it comes to lexical variation. So what is
the difference between tough-constructions and the other infinitival construction? For
reasons of space, I will not go into questions that touch on the suggested syntactic deriva-

% Note that the Swiss-ALM variant that have fiir are close to France and the region of Switzerland in which
French is spoken. French uses pour (=for) in purpose clauses. Thus, using fiir may very well be due to lan-
guage contact. This is confirmed by the high percentage of this construction in Alsace.

%9 T am aware of the fact that in Pennsylvania Dutch, the situation seems to be different, since there fiir (fer)
occurs in the current variant as the only IM, see Borjars & Burridge (2011). It seems thus that fiir in this
variety has acquired the functional specification to lexicalize the [ucoin] feature. In a framework that situ-
ates parametric variation ultimately in the lexicon, cf. Borer (1984), such a development is not unexpected.
However, the facts from Alemannic show that here, fiir is reserved solely for the purpose reading. I have not
encountered any cases where fiir replaces zu in other environments.
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tions of tough-constructions, see for example Hicks (2009). I will merely consider those
aspects that are relevant for the temporal organization. First, as with the purpose clauses,
there is again no direct interaction with the lexical semantics of the matrix verb and the
infinitive. This of course has to do with the fact that the only type of matrix verb that
occurs in tough-constructions is the copula. A copula merely asserts that a given property
holds at a certain time. Under this perspective, the IC in this case denotes a property
rather than an event. Thus the question of coincidence is in a way obsolete since there is
trivially always coincidence. In the system proposed here, this would mean that we do
not expect the IM zu at all. Still, in Standard German, it shows the IM zu, indistinguish-
able from the IM occurring in the other types of ICs.

Again, a more fine-grained analysis of the data is necessary. Until now, I neglected the
issue of the form of the IM. Its typical form is zu (which is realized as 2z’ in Alemannic).
Another form that we have encountered is zum, e.g. in the C-position in the purpose
clauses. In Swiss-ALM, zum in purpose clauses occurs only in the C-position, as is evident
from table 2. But note that in German-ALM, 52 informants used this form*’ even in the
low position inside the VP, i.e. it seems to be a phonological variant of zu. This impression
is bolstered by the observation that the form zum may occur in German-ALM even in ICs
under the forget/try-class (acceptance rate 32%) whereas in Swiss-ALM only 6%* of the
speakers accepted this form. Furthermore, zum in tough-constructions is highly preferred
(80%) in Swiss-ALM whereas in German-ALM, either 2z’ or zum or — as seen — even the
zero-variant may occur. From this picture we can conclude that zum in German-ALM can
be conceived of as a lexical variant of zu whereas in Swiss-ALM, it is restricted to either
the initial element in purpose infinitives — where it does not have a pure temporal inter-
pretation — or to tough-constructions. Under this perspective, we are indeed dealing with
a case of variation on the lexical level and the unexpected pattern in map (12) could thus
be subsumed under the label free variation. But only in the sense that in German-ALM,
the surface form of the IM is manifold, including a zero-variant. This would mean that
the nature of the zero-marking in tough-constructions is again of a different nature than
the variation with the forget/try class respectively with purpose infinitives. In which way
the use of the zero-variant in German-ALM indeed correlates with a different syntax must
be left open here. Until now only the data reported here are available. Still, the weird
pattern with the tough-constructions should lead us to doubt that the seemingly uniform-
ity of tough-constructions with the other types of infinitives in Standard German (and in
English) are an indication of a similar syntax.

The data from Swiss-ALM show clearly that the IC in tough-constructions is of a differ-
ent nature. What immediately comes to mind regarding the form is that the IC in tough-
constructions is nominal in nature since the preposition bears an inflection for dative (-m);
equivalent with occurrences as in Ich geh zum Arzt (I go to-dative doctor). In German-ALM,
this specification seems to be lost (or can be cancelled) as zum can occur in verbal envi-
ronments. Similar considerations would apply to other occurrences of the preposition zu
with a non-finite verb form as in the equivalents to English something to read or Dutch zit
te lesen (sit down to read), the latter with a progressive interpretation. It seems again that
the non-finite verb in these cases shows rather the traits of a nominal structure rather than
a clausal projection. If this is true, then there is no Anchoring Phrase at all. On the other
hand, progressive and the modal ability-reading (as in something to read) clearly denote
a temporal expansion. Future work in dialectal research should have a close look at the

40 Sometimes even together with an initial zum, see table 2.
41 1t should be noted that these 6% are all located near Lake of Constance, i.e. language contact may play a
role here again.
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maybe very tiny morpho-phonological differences in the realization of the preposition in
these cases. It is highly plausible that similar differences as those found in Alemannic will
be detected in the dialects/spoken variants of English and Dutch as well.

4 Conclusion

The overall aim of this paper was to show that it is premature to dismiss unexpected or
weird areal distributions of morpho-syntactic phenomena in the contemporary dialects as
not useful. Instead, these deviations were taken as a starting point for a deeper explora-
tion of the syntactic properties of the phenomena in question. What we have seen is that
the conventionalization pattern with the ICs under the forget/try-class is (i) diachronically
stable and (ii) finds a natural explanation when considering more closely the temporal
organization of these constructions. On the other hand, the distribution of the infinitival
marker in purpose clauses could be explained by adhering to a classical micro-variational
analysis in terms of a different feature specification of the lexical items involved. Finally,
the indeed unexpected pattern with tough-movement — resembling the variational pat-
terns found in the lexicon — can be taken as a motivation to re-think its syntactic analysis.
As more and more data of this kind presented here will come up in the years to come, I
hope to have shown that it is worthwhile to have a close look especially at those patterns
that deviate from what is expected. It seems that these patterns can give us insights into
the nature of (syntactic) variation that were previously not possible — due to the lack of
this kind of data.

Abbreviations

AnchP = Anchoring Phrase, Anch-head = head of the Anchoring Phrase, IC = infini-
tival complement, IM = infinitival marker, BW = Baden-Wiirtemberg (Germany), CH
= Switzerland, EL= Alsace, VA = Vorarlberg, Swiss-ALM = the variant of speakers of
Alemannic living in Switzerland, German-ALM = the variant of speakers of Alemannic
living in Baden-Wiirttemberg (Germany)

Acknowledgements

First ideas of this work were presented at the summerschool Sprache und Raum in Kappel,
Switzerland 2015 and Tagung zur Alemannischen Syntax in Freiburg 2016. Thanks to the
audience for helpful comments and further observations. I would like to thank two anony-
mous reviewers for their invaluable help to improve these first ideas. Many thanks to the
whole SynAlm-team, especially Alexandra Rehn for very helpful comments. Finally, many
thanks to the REDE-GIS team in Marburg and to Walter Kempf for help with the maps.

Funding Information

The data used in this article were collected within the project SynAlm (Syntax of
Alemannic), which was funded by the DFG (Deutsche Forschungsgemeinschaft) under the
number BR 4089/2-1 and 2-2 and hosted by the University of Konstanz, which is hereby
thankfully acknowledged. Additional funding came from the University of Konstanz, via
the project “SynAlm-DP” (1.2013-1.6.2015).

Competing Interests
The author has no competing interests to declare.

References

Auer, Peter. 2005. The construction of linguistic borders and the linguistic construction of
borders. In Markku Filppula, Juhani Klemola, Marjatt Palander & Esa Penttild (eds.),
Dialects across borders: Selected papers from the 11th International Conference on Meth-



Brandner: A “borderline case” of syntactic variation Art.25, page31of 34

ods in Dialectology (Methods XI), 3—-30. Amsterdam: John Benjamins. DOI: https://doi.
org/10.1075/cilt.273.03aue

Baker, Mark C. 2008. The macroparameter in a microparametric world. In Theresa
Biberauer (ed.), The Limits of Syntactic Variation, 351-373. Amsterdam: Benjamins.
DOL: https://doi.org/10.1075/1a.132.16bak

Barbiers, Sjef. 2005. Word order variation in three-verb clusters and the division of labor
between generative linguistics and sociolinguistics. Syntax and variation: reconcil-
ing the biological and the social, 233-264. Amsterdam: Benjamins. DOI: https://doi.
org/10.1075/cilt.265.14bar

Barbiers, Sjef, Marjo van Koppen, Hans Bennis & Norbert Corver. (2016). MIcrocom-
parative MOrphosyntactic REsearch (MIMORE): Mapping partial grammars of
Flemish, Brabantish and Dutch. Lingua 178. 5-31. DOL: https://doi.org/10.1016/j.
lingua.2015.10.018

Biberauer, Theresa & Ian Roberts. 2012. Towards a parameter hierarchy for auxiliaries:
Diachronic considerations. Cambridge occasional papers in linguistics 6. 267-294.

Borer, Hagit. 1984. Parametric syntax: Case studies in Semitic and Romance languages. Vol.
13. Dordrecht: Foris. DOIL: https://doi.org/10.1515/9783110808506

Borjars, Kersti & Kate Burridge. 2011. From preposition to purposive to infinitival marker:
The Pennsylvania German fer... zu construction. In Michael T. Putnam (ed.), Studies
on German-language Islands, 386-411. Amsterdam: John Benjamins. DOI: https://doi.
org/10.1075/slcs.123.15bor

Brandner, Ellen. 2006. Bare infinitives in Alemannic and the categorial status of infini-
tival complements. Linguistic Variation Yearbook 6(1). 203-268. DOL: https://doi.
org/10.1075/livy.6.09bra

Brandner, Ellen. 2015. SynAlm: Tiefenbohrungen in einer Dialektlandschaft. In. Kehrein,
Roland, Alfred Lameli & Stefan Rabanus (eds.), Regionale Variation des Deutschen,
289-322. Berlin: de Gruyter.

Brandner, Ellen & Martin Salzmann. 2009. Crossing the Lake: motion verb construc-
tions in Bodensee-Alemannic and Swiss German. Groninger Arbeiten zur germanistischen
Linguistik 48. 81-113.

Brandner, Ellen & Martin Salzmann. 2012. Crossing the Lake: motion verb constructions
in Bodensee-Alemannic and Swiss German. In Peter Ackema, Rhona Alcorn, Caroline
Heycock, Dany Jaspers, Jeroen Van Craenenbroeck, & Guido Vanden Wyngaerd,
(eds.), Comparative Germanic syntax: the state of the art 191. 67-98. Amsterdam: John
Benjamins. DOI: https://doi.org/10.1075/1a.191.03bra

Bucheli Berger, Claudia & Christoph Landolt. 2012. Dialekt und Konfession in der
Deutschschweiz. In Elisabeth Frieben, (ed.), Dialekt und Religion, 73-94. Beitrige
zum 5. Dialektologischen Symposium im Bayerischen Wald, Walderbach, Juni 2012.
Regensburg: vulpes (=Regensburger Dialektforum 20).

Demske, Ulrike. 1994. Modales Passiv und Tough Movement. Zur strukturellen Kausalitdt
eines syntaktischen Wandels im Deutschen und Englischen. Tiibingen, Niemeyer.

Demske, Ulrike. 2001. Zur Distribution von Infinitivkomplementen im Althochdeutschen.
“Linguistische Berichte”, Sonderheft 9, 61-86.

Eng, Miirvet. 1987. Anchoring conditions for tense. Linguistic Inquiry 18. 633-657.

Glaser, Elvira. 1996. Dialektsyntax: eine Forschungsaufgabe. Schweizerdeutsches
Worterbuch. Bericht tiber das Jahr 1997, 11-31.

Glaser, Elvira. 2013. Area formation in morphosyntax. In Peter v. Auer, Martin Hilpert,
Anja Stukenbrock & Benedikt Szmrecsany (eds.), Space in Language and Linguistics: Geo-
graphical, Interactional, and Cognitive Perspectives, 195-221. Berlin: de Gruyter. DOI:
https://doi.org/10.1515/9783110312027


https://doi.org/10.1075/cilt.273.03aue
https://doi.org/10.1075/cilt.273.03aue
https://doi.org/10.1075/la.132.16bak
https://doi.org/10.1075/cilt.265.14bar
https://doi.org/10.1075/cilt.265.14bar
https://doi.org/10.1016/j.lingua.2015.10.018
https://doi.org/10.1016/j.lingua.2015.10.018
https://doi.org/10.1515/9783110808506
https://doi.org/10.1075/slcs.123.15bor
https://doi.org/10.1075/slcs.123.15bor
https://doi.org/10.1075/livy.6.09bra
https://doi.org/10.1075/livy.6.09bra
https://doi.org/10.1075/la.191.03bra
https://doi.org/10.1515/9783110312027

Art.25, page32 of 34 Brandner: A “borderline case” of syntactic variation

Grano, Thomas. 2011. Mental action and event structure in the semantics of ‘try’. Seman-
tics and Linguistic Theory 21. 426-443. DOI: https://doi.org/10.3765/salt.v21i0.2607

Grano, Thomas. 2017. Control, temporal orientation, and the cross-linguistic grammar of
trying. Glossa: a journal of general linguistics 2(1). 1-21. DOI: https://doi.org/10.5334/
gjgl.335

Hale, Kenneth. 1986. Notes on world view and semantic categories: Some
Warlpiri examples. Features and projections 25. 233-254. DOI https://doi.
org/10.1515/9783110871661-009

Haspelmath, Martin. 1989. From purpose to infinitive — a universal path of grammati-
calization. Folia linguistica historica 23(Historica 10). 1-2; 287-310. DOI: https://doi.
org/10.1515/f1ih.1989.10.1-2.287

Hicks, Glyn. 2009. Tough-constructions and their derivation. Linguistic Inquiry 40(4).
535-566. DOI: https://doi.org/10.1162/1ing.2009.40.4.535

Ijbema, Aniek. 2002. Grammaticalization and infinitival complements in Dutch. Utrecht: LOT.

Jones, H., & Jones, M. H. (2019). The Oxford Guide to Middle High German. Oxford
University Press. DOIL https://doi.org/10.1093/0s0/9780199654611.001.0001

Klausmann, Hubert, Konrad Kunze & Renate Schrambke. 1993. Kleiner Dialektatlas:
Alemannisch und Schwdbisch in Baden-Wiirttemberg (No. 6). Konkordia-Verlag.

Landau, Idan. 2004. The scale of finiteness and the calculus of control. Natural Language
& Linguistic Theory 22(4). 811-877. DOI: https://doi.org/10.1007/s11049-004-4265-5

Los, Bettelou. 1999. Infinitival Complementation in Old and Middle English [LOT disser-
tations Series 31]. The Hague: Holland Institute of Generative Linguistics (Theseus).

Lotscher, Andreas. 1993. Zur Genese der Verbverdopplung bei gaa, choo, laa, aafaa (,,gehen
“kommen “,,lassen “,,, anfangen “) im Schweizerdeutschen. In Werner Abraham & Josef
Bayer (eds.), Dialektsyntax, 180-200. Opladen: Westdeutscher Verlag. DOI: https://
doi.org/10.1007/978-3-322-97032-9_9

Moulton, William G. 1968. Structural dialectology. Language 44(3). 451-466. DOLI: https://
doi.org/10.2307/411713

Patocka, Franz. 1997. Satzgliedstellung in den bairischen Dialekten Osterreichs, Vol. 20. Bern:
Peter Lang.

Paul, Hermann. 1920. Deutsche Grammatik. Teil IV. Syntax 3. Tiibingen: Niemeyer.

Poletto, Cecilia. 2013. Leopard spot variation: What dialects have to say about varia-
tion, change and acquisition. Studia Linguistica 67(1). 165-183. DOI: https://doi.
org/10.1111/stul.12008

Postma, Gertjan. 2014. Complex complementizers and the structural relation with weak
T. New (morpho) syntactic data from a Pomeranian language island in Brazil. STUF-
Language Typology and Universals 67(4). 627-663. DOIL: https://doi.org/10.1515/stuf-
2014-0032

Rapoport, Tova. 2014. Central coincidence: The preposition with. Faits de langues 44(2).
159-173. DOL: https://doi.org/10.1163/19589514-044-01-900000016

Ritter, Elisabeth & Martina Wiltschko. 2009. Varieties of INFL: Tense, location, and person.
In Jeroen van Craenenbroeck, (ed.), Alternatives to cartography, 153-202. Berlin: de
Gruyter. DOI: https://doi.org/10.1515/9783110217124.153

Ritter, Elisabeth & Martina Wiltschko. 2014. The composition of INFL. Natural Language &
Linguistic Theory 32(4). 1331-1386. DOI: https://doi.org/10.1007/s11049-014-9248-6

Salzmann, Martin. 2016. Displaced morphology in German — Evidence for post-syntac-
tic morphology. In Replicative processes in grammar, Katja Barnickel, Matias Guzman
Naranjo, Johannes Hein, Sampson Korsah, Andrew Murphy, Ludger Paschen, Zorica
Puskar & Joanna Zaleska (eds.), Linguistische Arbeitsberichte (LAB), 93. 401-446.
Leipzig: Leipzig University.


https://doi.org/10.3765/salt.v21i0.2607
https://doi.org/10.5334/gjgl.335
https://doi.org/10.5334/gjgl.335
https://doi.org/10.1515/9783110871661-009
https://doi.org/10.1515/9783110871661-009
https://doi.org/10.1515/flih.1989.10.1-2.287
https://doi.org/10.1515/flih.1989.10.1-2.287
https://doi.org/10.1162/ling.2009.40.4.535
https://doi.org/10.1093/oso/9780199654611.001.0001
https://doi.org/10.1007/s11049-004-4265-5 
https://doi.org/10.1007/978-3-322-97032-9_9
https://doi.org/10.1007/978-3-322-97032-9_9
https://doi.org/10.2307/411713
https://doi.org/10.2307/411713
https://doi.org/10.1111/stul.12008
https://doi.org/10.1111/stul.12008
https://doi.org/10.1515/stuf-2014-0032
https://doi.org/10.1515/stuf-2014-0032
https://doi.org/10.1163/19589514-044-01-900000016
https://doi.org/10.1515/9783110217124.153
https://doi.org/10.1007/s11049-014-9248-6

Brandner: A “borderline case” of syntactic variation Art.25, page33 of 34

Sapp, Christopher D. 2011. The verbal complex in subordinate clauses from Medieval to
Modern German. Vol. 173. Amsterdam: John Benjamins Publishing. DOI: https://doi.
org/10.1075/1a.173

Schallert, Oliver. 2018. A note on misplaced or wrongly attached zu ‘to’ in German. Ms.
University of Munich. (available at lingbuzz: 003980)

Schmid, Tanja & Ralf Vogel. 2004. Dialectal variation in German 3-verb clus-
ters: A surface-oriented optimality theoretic account. The Journal of Com-
parative Germanic Linguistics 7(3). 235-274. DOIL: https://doi.org/10.1023/
B:JCOM.0000016639.53619.94

Schonenberger, Manuela & Zvi Penner. 1995. Cross-Dialectal Variation in Swiss German:
Doubling Verbs, Verb-Projection Raising, Barrierhood, and LF Movement. In Stud-
ies in comparative Germanic syntax, 285-305. Dordrecht: Springer. DOI: https://doi.
0rg/10.1007/978-94-015-8416-6_13

Seiler, Guido. 2004. On three types of dialect variation and their implications for linguis-
tic theory. Evidence from verb clusters in Swiss German dialects. In Bernd Kortmann,
(ed.), Dialectology meets typology. Dialect grammar from a cross-linguistic perspective,
367-399. Berlin: Mouton de Gruyter.

Seiler, Guido. 2005. Wie verlaufen syntaktische Isoglossen, und welche Konsequenzen
sind daraus zu ziehen. In Eckhard Eggers, Jiirgen Erich Schmidt & Dieter Stellmacher,
(eds.), Moderne Dialekte-neue Dialektologie, 313-341. Stuttgart: Steiner.

Smirnova, Elena. 2016. Die Entwicklung des deutschen zu-Infinitivs. Beitrdge zur Geschichte
der deutschen Sprache und Literatur 138(4). 491-523. DOI: https://doi.org/10.1515/
bgsl-2016-0039

Stowell, Tim. 1982. The tense of infinitives. Linguistic Inquiry 13(3). 561-570.

van Riemsdijk, Henk. 2002. The unbearable lightness of GOing: The projection parameter
as a pure parameter governing the distribution of elliptic motion verbs in Germanic.
The Journal of Comparative Germanic Linguistics 5(1-3). 143-196. DOI: https://doi.
org/10.1023/A:1021251312697

Westergaard, Marit, @ystein A. Vangsnes & Terje Lohndal. 2017. Variation and change
in Norwegian wh-questions. Linguistic Variation 17(1). 8-43. DOIL https://doi.
org/10.1075/1v.17.1.02wes

Wiesinger, Peter. 1983. Die Einteilung der deutschen Dialekte. In Dialektologie.
Ein Handbuch zur deutschen und allgemeinen Dialektforschung, (Zweiter Halbbd),
807-900. Berlin, New York: de Gruyter. DOI: https://doi.org/10.1515/978311020
3332.807

Wiltschko, Martina. 2014. The universal structure of categories: Towards a formal typology
(Vol. 142). Cambridge: Cambridge University Press. DOL: https://doi.org/10.1017/
CB09781139833899

Wurmbrand, Susi. 2001. Infinitives: Restructuring and Clause Structure. Berlin: Mouton.

Wurmbrand, Susi. 2004. West Germanic verb clusters: The empirical domain. In Katalin E.
Kiss & Henk van Riemsdijk (eds.), Verb clusters: A study of Hungarian, German, and Dutch,
43-85. Amsterdam/Philadelphia: John Benjamins. DOI: https://doi.org/10.1075/
la.69.05wur

Wurmbrand, Susi. 2006. Verb clusters, verb raising, and restructuring. The Blackwell
companion to syntax 5. 229-343. DOI: https://doi.org/10.1002/9780470996591.ch75

Wurmbrand, Susi. 2014. Tense and aspect in English infinitives. Linguistic Inquiry 45(3).
403-447. DOL: https://doi.org/10.1162/LING_a_00161

Wurmbrand, Susi. 2017. Verb clusters, verb raising, and restructuring. The
Wiley Blackwell Companion to Syntax (2nd edition), 1-109. DOI: https://doi.
org/10.1002/9781118358733.wbsyncom103


https://doi.org/10.1075/la.173
https://doi.org/10.1075/la.173
https://doi.org/10.1023/B:JCOM.0000016639.53619.94
https://doi.org/10.1023/B:JCOM.0000016639.53619.94
https://doi.org/10.1007/978-94-015-8416-6_13
https://doi.org/10.1007/978-94-015-8416-6_13
https://doi.org/10.1515/bgsl-2016-0039
https://doi.org/10.1515/bgsl-2016-0039
https://doi.org/10.1023/A:1021251312697
https://doi.org/10.1023/A:1021251312697
https://doi.org/10.1075/lv.17.1.02wes
https://doi.org/10.1075/lv.17.1.02wes
https://doi.org/10.1515/9783110203332.807
https://doi.org/10.1515/9783110203332.807
https://doi.org/10.1017/CBO9781139833899
https://doi.org/10.1017/CBO9781139833899
https://doi.org/10.1075/la.69.05wur 
https://doi.org/10.1075/la.69.05wur 
https://doi.org/10.1002/9780470996591.ch75
https://doi.org/10.1162/LING_a_00161
https://doi.org/10.1002/9781118358733.wbsyncom103
https://doi.org/10.1002/9781118358733.wbsyncom103

Art.25, page34 of 34 Brandner: A “borderline case” of syntactic variation

How to cite this article: Brandner, Ellen. 2020. A “borderline case” of syntactic variation. Glossa: a journal of general
linguistics 5(1): 25.1-34. DOI: https:/ /doi.org/10.5334/gjgl.606

Submitted: 08 January 2018 Accepted: 30 June 2019 Published: 06 March 2020
Copyright: © 2020 The Author(s). This is an open-access article distributed under the terms of the Creative Commons

Attribution 4.0 International License (CC-BY 4.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original author and source are credited. See http://creativecommons.org/licenses/by/4.0/.

Glossa: a journal of general linguistics is a peer-reviewed open access journal
]u[ published by Ubiquity Press. i, a


https://doi.org/10.5334/gjgl.606
http://creativecommons.org/licenses/by/4.0/

	1 Introduction: Isoglosses and syntactic variation 
	2 Syntax on the Map 
	2.1 The sub-division of Alemannic
	2.2 A case of parametric variation
	2.3 The pattern of lexical variation
	2.4 Clustering on the map: conventionalization

	3 Variation with infinitival markers
	3.1 The infinitival marker 
	3.2 Anchoring and the feature [coin] 
	3.3 The feature [coin] in infinitival complements
	3.4 Try and its kin
	3.5 Purpose infinitives 
	3.6 Tough-constructions 

	4 Conclusion
	Abbreviations
	Acknowledgements
	Funding Information 
	Competing Interests 
	References 
	Map 1
	Map 2
	Map 3
	Map 4
	Map 5
	Map 6
	Map 7
	Map 8
	Map 9
	Map 10
	Table 1
	Table 2

