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Heaviness (or phrasal length) has been shown to trigger mirror-image constituent ordering pref-
erences in head-initial and head-final languages (heavy-late vs. heavy-first). These preferences 
are commonly attributed to a general cognitive pressure for processing efficiency obtained by 
minimizing the overall head-dependents linear distance – measured as the distance between 
the verb and the head of its left/right-most complement (Hawkins’s Minimizing Domains) or as 
the sum of the distances between the verb and its complements (Dependency Length Minimiza-
tion). The alternative language-specific accessibility-based production account, that considers 
longer constituents to be conceptually more accessible and views heavy-first as a salient-first 
preference, is dismissed because it implies differential sentence production in SOV and SVO 
languages. This paper studies the effect of phrasal length in Persian, a flexible SOV language dis-
playing mixed head direction and differential object marking. We investigated the effect of linear 
distance as well as the effect of conceptual enrichment in two sentence production experiments. 
Our results provide clear evidence that support DLM while undermining Hawkins’s MiD. However, 
they also show that some length effects cannot be captured by a dependency-distance-minimiz-
ing model and the conceptual accessibility hypothesis also needs to be taken into account to 
explain ordering preferences in Persian. Importantly, our findings indicate that distance minimi-
zation has a less strong effect in Persian than previously shown for other SOV languages.

Keywords: Word order preferences; grammatical weight; dependency distance minimization; 
conceptual accessibility; SOV languages; Persian

1  Introduction
This paper aims to contribute to our understanding of word order universals related to 
“grammatical weight” in OV vs. VO languages, by presenting data from Persian, an SOV 
language with mixed head direction. Grammatical weight (or heaviness) refers to the 
structural complexity and/or the length (number of words) of a constituent in relation 
to other constituents of a sentence. The first generalization on the matter was originally 
formulated by Behaghel (1909) and is known as das Gesetz der wachsenden Glieder (or 
Behaghel’s [fourth] law) or, in more recent terminology, as the end-weight principle. 
Roughly speaking, it maintains that when ordering elements with comparable grammati-
cal status, the longer element comes last in the sequence.

In psycholinguistics and cognitive sciences, this phenomenon favored availability-based 
incremental models of sentence production that assumed a universal “end-weight” (or 
short-before-long, more commonly used in this literature) ordering preference (e.g. De 
Smedt (1994)). However, given that the opposite preference, that is, long-before-short 
ordering, has since been documented for head-final languages such as Japanese (Hawkins 
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1994; Yamashita & Chang 2001), Hawkins argues that the end-weight can no longer be 
considered as a valid cross-linguistic generalization for sentence production and should be 
replaced by “heavy-first” or “heavy-last” depending on the typological type, i.e. OV and 
VO respectively (Hawkins 2007: 93).1

These mirror-image preferences presently seem to be well-established in the literature 
and are broadly assumed to result from a general/universal principle, according to which 
minimizing dependency distance facilitates language processing and comprehension (e.g. 
Hawkins (2007; 2014); Gildea & Temperley (2010); Temperley & Gildea (2018); Futrell et 
al. 2015)). Dependency distance or the length of a dependency refers to its span, generally 
measured in number of words intervening between a head and (the head of) its depend-
ent. Dependency distance minimization roughly refers to choosing among alternative 
orders (e.g. V-NP-PP and V-PP-NP) the one that involves a smaller number of intervening 
words (see Section 2.2 and 3.2 for details).

A production-oriented account has also been proposed by Yamashita & Chang (2001), 
who roughly claim that longer constituents are conceptually more accessible and that con-
stituent ordering in the preverbal domain is more sensitive to conceptual factors (hereto 
referred to as the conceptual-accessibility hypothesis), hence the long-before-short pref-
erence in OV languages (see Section 2.2). This account can be criticized as a post hoc 
accommodation, since it does not provide independent evidence supporting the claim that 
longer constituents are conceptually more accessible. Moreover, it posits differential sen-
tence production principles in SOV and SVO languages (e.g. Tanaka et al. (2011)), while 
it is generally expected that the latter must be universal.

In this paper, we present sentence production data from Persian, studying the effect of 
the length in interaction with factors that are related to conceptual accessibility. While 
previous studies investigated the effect of length in transitive and ditransitive construc-
tions, they do not take into account factors such as definiteness and animacy: 1) In experi-
mental studies, namely on Japanese (Yamashita & Chang 2001) and Basque (Ros et al. 
2015), all verbal complements are construed as definite entities; in ditransitive construc-
tions the subject and the IO are human and the DO is inanimate, while in transitive 
constructions both the subject and the DO are human; 2) Large-scale corpus studies that 
support a cross-linguistic preference for shorter dependencies measure dependency dis-
tance while abstracting over these factors altogether (e.g. Futrell et al. (2015); Haitao Liu 
et al. (2017)).2

Indeed, interactions between the effect of these factors are not expected if we assume 
that length-based preferences derive from the tendency to minimize the distance between 
the verb and its complements, or, similarly, to avoid center-embedded constructions 
(Wasow 2002; 2013), in order to obtain a more optimal parsing. On the other hand, these 
interactions become relevant when the effect of the phrasal length is explained through 
its contribution to conceptual accessibility, since it is plausible to posit a hierarchy among 
factors that are known to enhance the conceptual accessibility of a constituent: definite-
ness, animacy or semantic role may be more prominent cues to conceptual accessibility 

	1	It should be noted that the cross-linguistic generalizations regarding head-final vs. head-initial languages 
made by Hawkins are called into question by other more recent typological studies involving African lan-
guages in particular (see e.g. Dimmendaal (2011: 304–305)).

	2	There are of course a number of detailed corpus studies on different weight-related ordering phenomena 
in a given language that take into account a bundle of factors, such as animacy, definiteness, givenness, 
semantic relatedness, alongside constituent weight/length. In particular, in English, a number of studies 
(corpus-based and/or experimental) have shown that the end-weight preference applies notwithstanding 
other factors (e.g. Arnold et al. (2000); Gries (2003); Bresnan et al. (2007); Lohse et al. (2004); Melnick 
(2017), see Melnick (2017) for a review). The point is that studies claiming a cross-linguistic/universal end-
weight principle have not investigated the role of weight in interaction with other factors.
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than phrasal length.3 Accordingly, for instance, phrasal length is expected to have a 
weaker effect with animate/given constituents compared to inanimate/new constituents, 
because the former are already highly accessible.

A length-based effect corresponding to the long-before-short preference has been docu-
mented for Persian by corpus-based (Faghiri & Samvelian 2014) and experimental stud-
ies (Faghiri et al. 2014; 2018).4 However, these studies also showed that this effect is 
limited to specific cases and depends on other factors, such as the type of arguments 
involved (Subject/DO vs. DO/PP argument) and differential object marking (see Section 
3.3). More specifically, the relative order between the direct object and the prepositional 
argument varies primarily with the degree of definiteness of the DO. A certain degree of 
variation triggered by a long-before-short preference was observed for bare and indefi-
nite (unmarked) DOs in corpus as well as experimental data. Interestingly, some of these 
variations may not be straightforwardly accounted for in terms of dependency distance 
minimization. Furthermore, for definite (marked) DOs, corpus data showed only a trivial 
variation regardless of the relative length between the two constituents, and no experi-
ments were conducted. Corpus data did not reveal any length-based effects on the order 
between the subject and the DO either and neither did a follow-up production experiment 
in which the length of the DO was manipulated by adding a relative clause.

Another issue is to determine what metric of the head-dependents distance provides more 
accurate predictions. Interestingly, syntactic properties of Persian allow us to tease apart 
the two main available measures, that is, Temperley’s “Dependency Length Minimization”5 
(Temperley 2007) based on Gibson’s “Dependency Locality Theory” (Gibson 2000), and 
Hawkins’s “Minimize Domains” (formerly “Early Immediate Constituent”) principle 
(Hawkins 1994; 2004). Previous studies on Persian mainly considered Hawkins’s model 
and argued that it falls short in its account of Persian data. In this paper, we consider the 
predictions of both metrics. As we will see in Section 3.2, only Temperley’s model cor-
rectly predicts a long-before-short length-based preference for the constructions under 
study in Persian.

We have conducted two complementary experimental studies in order to explore cases 
that are problematic for a dependency-distance minimization account. Based on our find-
ings, we will argue that both a parsing-oriented account in terms of dependency-distance 
minimization and a production-oriented account in terms of the conceptual accessibility 
hypothesis can be advantageously recruited to explain word order preferences in Persian, 
and arguably in other languages.

In the following sections, we will first provide an overview of the relation between 
grammatical weight and word order, along with the available accounts of the long-
before-short preference in SOV languages. In Section 3, we will introduce Persian and its 
interest for the study of length-based effects on word order, while discussing the findings 
of previous studies. We will present our two experimental studies in Section 4 and discuss 
our results in Section 5.

	3	With respect to grammatical roles, it is worth mentioning that in Japanese and Basque, longer DOs are more 
likely to shift over an IO than over a subject (Yamashita & Chang 2001; Ros et al. 2015). Note that in both 
languages the DO follows the IO in canonical sentences.

	4	It should be noted that the tendency for the postposition of heavy constituents after the verb has also been 
reported in a corpus study by Rasekh-Mahand et al. (2016) that we will discuss in Section 3.3. The latter 
studies the extraposition of relative clauses (in the postverbal domain), also see FN 29.

	5	Note that some studies (e.g. Futrell et al. (2015)) use dependency length minimization or its acronym DLM 
in a broad way and regardless of the metric used to measure the linear head-dependents distance. In this 
paper, we use dependency distance minimization to refer to the general tendency and retain dependency 
length minimization (and DLM) only to refer to Temperley’s model.
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2  Background
2.1  Grammatical weight and word order
The study of the role of grammatical weight (or heaviness) on the linear order of the 
constituents in a sentence is an important research topic in language sciences, including 
theoretical linguistics, psycholinguistics, as well as linguistic typology. It is an old topic, 
yet continues to motivate ongoing theoretical debates. Interest in the topic within general 
syntax goes far back. The first generalization on the matter, known as the “end-weight 
principle”, was originally formulated by Behaghel (1909) as the “law of increasing con-
stituents” (Gesetz der wachsenden Glieder). According to Wasow (1997: 82), who presents 
one of the key contributions to the topic, the term end-weight was first used by Quirk 
et al. (1972) in their description of the English grammar where they find a “tendency to 
reserve the final position for the more complex parts of a clause or sentence” (Quirk et al. 
1972: 943).

Early accounts of end-weight are formulated in terms of language processing and com-
prehension (Bever 1970; Kimball 1973; Frazier & Fodor 1978), assuming that postponing 
heavy elements facilitates processing. Meanwhile, some studies do not find parsing-ori-
ented (or hearer-oriented) accounts entirely convincing and argue that postponing heavy 
elements serves to facilitate the speaker’s utterance planning and production (Wasow 
1997; Stallings et al. 1998; Arnold et al. 2000; Wasow 2002; Chang 2009; Stallings & 
MacDonald 2011). Important early contributions to this view are two experimental works 
by Stallings et al. (1998) and Wasow (2002), who studied the heavy NP shift in English in 
a series of sentence production experiments, so as to credit the hypothesis that end-weight 
cannot only be explained by hearer-oriented accounts.

Indeed, a straightforward account of the end-weight effect can be framed in terms of 
availability-based incremental models of sentence production (e.g. Garrett (1980); Kempen 
& Hoenkamp (1987); De Smedt & Kempen (1987); Levelt (1989); Bock & Levelt (1994); De 
Smedt (1994); Kempen & Harbusch (2003)). In this view, the linear order of constituents 
reflects the order in which they become available for production, as long as grammar rules 
do not intervene. Constituents that become available at an earlier point in time can occupy 
an earlier linear position than constituents emerging later. Phrasal length is one factor mod-
ulating availability: everything else being equal, short constituents require less processing 
time and thus become available for production sooner than longer ones. As a matter of  
fact, the short-before-long or simply “short-first” preference (more commonly used in the 
psycholinguistic literature) presents a strong empirical argument for availability-based 
models of sentence production.

However, this account implies that the end-weight preference should be universal, as it 
has indeed been explicitly or implicitly assumed in many studies (see Hawkins (2007) for 
an overview). In other words, since the architecture of the language production system 
is assumed to be universal and the availability-based explanation is grounded in general 
principles of cognition, the short-before-long preference is expected to hold in all lan-
guages. Yet, as has been underscored by Hawkins’s typological survey (Hawkins 1994 and 
subsequent work), OV languages like Japanese show the mirror image of the preference 
observed in VO languages such as English, that is, the long-before-short preference.

2.2  Long-before-short preference in OV languages
Two types of hypotheses are available to account for the long-before-short preference in 
OV languages: 1) parsing-oriented and 2) production-oriented.

1.	 Dependency-based distance-minimizing accounts motivated by efficient processing, 
such as the Early Immediate Constituent (EIC) or the Minimize Domains (MiD) 
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principles (Hawkins 1994; 2004; 2014), the Dependency Locality Theory, hereafter 
DLT, (Gibson 1998; 2000) or the Dependency Length Minimization tendency, here-
after DLM, (Temperley 2007; Gildea & Temperley 2010; Temperley & Gildea 2018), 
measure the complexity of parsing on the basis of the (linear) distance between 
the head verb and its complements (in number of words) and predict mirror-image 
preferences in head-initial vs. head-final languages.6 These models, however, differ 
in the measure they use to rank different alternative sentences.

Hawkins (1990 and subsequent work) proposes a theory of the human parser 
based on efficient processing of complexity in grammar. In a nutshell, between two 
equally grammatical constructions, the human parser prefers the one that can be 
processed with optimal efficiency. To measure complexity, Hawkins takes into ac-
count the number of words that are needed to be parsed in order to recognize the 
syntactic structure of a sentence, or, in other words, all its immediate constituents 
(IC). The Early Immediate Constituent (EIC) principle,7 or its more recent version 
Minimize Domains (MiD),8 provides a metric to predict word order preferences be-
tween alternative/equally grammatical sentences (e.g. V-NP-PP vs. V-PP-NP). This 
metric depends on the Constituent Recognition Domain (CRD),9 which measures 
the size of the processing domain, roughly, for a VP in a VO language, the distance 
between the verb and the head of its last/rightmost complement (see Section 3.2 for 
illustrative examples). MiD predicts that, with an equal number of words, a sentence 
with a smaller CRD should be preferred.

DLT and DLM, on the other hand, calculate the cumulative distance between the 
verb and the heads of all its dependents, referred to as the dependency length, and 
predict a preference for the sentence with a shorter dependency length. The two 
models differ substantially. While Gibson’s DLT only takes into account constitu-
ents with “new discourse referents” (Gibson 1998: 12), the DLM model includes all 
words when calculating the dependency length (see Temperley 2007: 303–304).10

2.	 Recall that accessibility-based incremental models of sentence production predict a 
universal end-weight preference. To account for both long-before-short and short-
before-long preferences in a unified manner, that is, via the same model of sentence 

	6	A similar account attributes both heavy-first and heavy-last preferences to the tendency to avoid center-
embedded complex structures that cause extra difficulty for both production and processing/comprehen-
sion (Wasow 2002; 2013).

	7	Hawkins initially defines the EIC principle as “The human parser prefers to maximize the left-to-right IC-
to-word ratios of the phrasal nodes that it constructs.” (Hawkins 1990: 233). In Hawkins (2004 and subse-
quent work), this principle is defined as: “The human parser prefers linear orders that minimize CRDs (by 
maximizing their IC-to-non-IC [or IC-to-word] ratios), in proportion to the minimization difference between 
competing orders.” (Hawkins 2004: 32).

	8	The MiD principle is defined as: “The human processor prefers to minimize the connected sequences of 
linguistic forms and their conventionally associated syntactic and semantic properties in which relations of 
combination and/or dependency are processed. The degree of this preference is proportional to the number 
of relations whose domains can be minimized in competing sequences or structures, and to the extent of the 
minimization difference in each domain.” (Hawkins 2004: 31).

	9	Hawkins defines CRD as follows: “The CRD for a phrasal mother node M consists of all non-terminal and ter-
minal nodes dominated by M on the path from the terminal node that constructs the first IC on the left to the 
terminal node that constructs the last IC on the right.” (Hawkins 2004: 32). Note that Hawkins later relabels 
CRD to “Phrasal Combination Domain (PCD)” – while keeping “essential aspects of the definition [remain] 
unchanged” – in order to make it “compatible with both production and comprehension.” (Hawkins 2004: 
107). Both labels are used in subsequent work.

	10	Temperley (2007) gives the following arguments to support this choice: 1) Gibson himself comments on 
the fact that this aspect of the DLT is provisional “[i]t is also likely that processing every intervening word, 
whether introducing a new discourse structure or not, causes some integration cost increment” (Gibson 1998: 
13).; 2) If complexity is defined “in terms of processing time or computational effort […] the total complexity 
of a sentence […] should reflect the total of all integration costs. Since each dependency ultimately contrib-
utes to the integration cost of a word (the word on its right end), the total integration cost of a sentence is 
simply equal to the sum total of all its head-dependent distances.” (Temperley 2007: 303–304).
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production, Yamashita & Chang (2001) propose a language-specific version of the 
accessibility-based model, assuming that: a) longer constituents are conceptually 
more salient, and therefore more accessible, than shorter ones, and b) in flexible 
languages and in the preverbal domain, conceptual factors have a stronger effect 
on sentence production than formal factors. Departing from the observation that 
long-before-short invalidates availability-based models of sentence production, the 
authors suggest that both of these preferences can receive an accessibility-based ac-
count within the framework of incremental production.

Their rationale is that: 1) since both conceptual and form-related factors are shown 
to influence word order preferences (see Bock 1982), a production system’s sensitiv-
ity to these factors can be viewed as being language-specific; 2) longer constituents, 
while being more complex, are lexically richer, hence conceptually more accessible 
than shorter constituents. Accordingly, they claim that, being more sensitive to con-
ceptual factors, Japanese speakers prefer long-before-short ordering, while English 
is more sensitive to formal factors and English speakers prefer the opposite order-
ing. This difference, the authors argue, resides in the fact that: 1) English has a more 
rigid word order than Japanese; 2) In English weight-based shifts in ordering take 
place after the verb, and they assume, following Stallings et al. (1998), that “verbs 
exert strong influence over the phrases that follow them, including their order” 
(Yamashita & Chang  2001: B54)). More precisely, the authors suggest that “[s]ince 
accessibility of meaning and form can have different influences in production (Bock 
1982), it could be that Japanese speakers are focusing more on conveying meaning 
(putting enriched material earlier), while English speakers are focusing on sequenc-
ing forms (putting easily accessed word earlier).” (Yamashita & Chang 2006: 6).

Each of these two hypotheses (parsing-oriented or production-oriented) tackles the prob-
lem from a different angle. Hence, they are not contradictory and can be assumed to hold 
simultaneously, as long as they are not falsified by the data. Furthermore, in previous 
studies, the predictions of these hypotheses converge for the majority of data discussed – 
coming from strictly head-final languages such as Japanese (Hawkins 1994; Yamashita & 
Chang 2001), Korean (Choi 2007) or Basque (Ros et al. 2015) – and makes it difficult to 
tease them apart.

Parsing-oriented (distance-minimizing) accounts nevertheless seem to have gained more 
approval among researchers because these accounts maintain the same mechanism for VO 
and OV languages. Moreover, a couple of recent large-scale cross-linguistic corpus studies 
conducted on available dependency tree-banks support the universality of dependency-
distance minimizing hypothesis (e.g. Futrell et al. (2015); Haitao Liu et al. (2017)). The 
latter have also included Persian data as providing support for this hypothesis. However, 
it is important to note that there is a strong tendency for the postposition of subordinate 
clauses in Persian. For object clauses, this is a grammatical constraint. But even relative 
clauses that modify a preverbal NP can be extraposed to the postverbal domain.11 This 
can easily tip the overall balance in favor of dependency-distance minimization in such 
large-scale corpus-based analyses. Note that there are also corpus studies that report con-
tradictory results for mixed type languages (see Yao (2018) for Mandarin Chinese and 
Zoey Liu (2019) for a large-scale cross-linguistic study of PP ordering across 31 languages 

	11	Moreover, the corpus study by Rasekh-Mahand et al. (2016) shows that the grammatical weight is one of 
the main factors which triggers the extraposition of relative clauses in the postverbal domain. Based on this 
result, the authors argue that in Persian, unlike other SOV languages, heavy constituents move rightward.
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including a number of languages with mixed type patterns, e.g. head-initial PPs appearing 
before the verb).

Yamashita & Chang’s (2001) language-specific production-oriented account, on the 
other hand, stipulates a difference in the production system of OV and VO languages, to 
which not all studies subscribe (e.g. Tanaka et al. (2011); Ros et al. (2015); Tachihara 
& Goldberg (2020)). Moreover, this model can also be called into question as a post hoc 
accommodation of existing models, namely, it does not provide independent underpin-
ning for the claim that longer constituents are conceptually more accessible (but see e.g. 
Karimi & Ferreira (2016)). The claim that salience plays different roles in typologically 
different languages needs to be empirically justified.

However, there are also studies that pay credit to this language-specific availability-
based model and adhere to the conceptual accessibility hypothesis. For instance, Kempen 
& Harbusch (2003), in their account of word order scrambling as a consequence of incre-
mental sentence production, maintain the availability-based model but with a more inclu-
sive definition considering conceptual factors in line with Yamashita & Chang (2001) 
to determine constituents’ availability along with formal complexity and heaviness. 
Moreover, Stallings & MacDonald (2011) reiterate that: 1) it is the relative accessibility 
of constituents that influences word order during sentence production and 2) several fac-
tors other than length and complexity, including lexical-semantic properties, can possibly 
modulate accessibility.12 They argue that (relative) length is a strong modulating factor of 
accessibility in English, while it has a weaker effect in Japanese. They also suggest that 
how (relative) length affects order in other languages is an empirical question.

It is important to bear in mind that salience is a complex and multi layered notion, 
and it is crucial to capture its various dimensions and the ways in which they interact. 
Conceptual accessibility of constituents, for instance, remains a vague and sometimes even 
confusing notion in the literature, especially with regard to its relation with discourse-
related accessibility and the information structure of the sentence (e.g. topics are acces-
sible entities and are generally realized by short/simple constituents such as pronouns).13

There however seems to be an agreement on the definition of accessibility in psycho-
linguistic literature, as “the ease with which the concept associated with a noun phrase 
(NP) can be retrieved from memory”, as well as a consensus that the latter is “one of the 
most influential factors” in the processing and resolution of ambiguous pronouns (Karimi 
& Ferreira 2016: 507).14 Importantly, in this line of studies, the informativity and/or 
specificity of a referring expression, such as an NP, is considered as a potential factor to 
enhance its accessibility. The length of an NP directly reflects the amount of information 
attached to it, and experimental studies (on pronoun ambiguity resolution) suggest that 
longer (referring) NPs are more accessible by virtue of being more informative – roughly 
because the additional information can “make it easier to retrieve the associated repre-
sentation from memory” (Karimi & Ferreira 2016: 520). In this paper, we view conceptual 

	12Indeed, different semantic and pragmatic properties related to conceptual accessibility are known to influ-
ence ordering preferences, including animacy (e.g. Bock et al. (1992); Ferreira (1994); Kempen & Harbusch 
(2004); Branigan et al. (2008)), definiteness (e.g. Grieve & Wales (1973); Bader & Häussler (2010)), given-
ness (e.g. Bock & Irwin (1980); Arnold et al. (2000); Ferreira & Yoshita (2003)) or salience (e.g. Osgood & 
Bock (1977); Bock & Warren (1985); Prat-Sala & Branigan (2000)).

	13	Note that pronouns are generally used by speakers, as a choice of referring expression, to refer to highly 
accessible references, that is, referents that are (supposed to be) already activated (in the memory of listen-
ers/comprehenders) and/or entities that are easily identified in the context.

	14	In other words, it is common in studies on pronoun ambiguity resolution to assess the accessibility of a 
referring expression by its potential to be identified as the antecedent of a pronoun by listeners/compre-
henders (see Karimi & Ferreira (2016) for an overview).
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accessibility along the same vein and assume that the informativity and/or specificity of 
a referring expression enhances its conceptual accessibility.

3  Length-based effects in Persian
3.1  The interest of Persian data
Persian is an SOV and a three-way pro-drop (subjects, direct objects and obligatory PP 
arguments can be omitted) language with flexible word order and mixed head direction. 
While NP objects precede the verb, clausal objects follow it. Furthermore, NPs and CPs 
are head-initial15 and Persian has prepositions instead of postpositions. As such, Persian 
shares several properties with both VO and OV languages studied so far and makes the 
comparison promising for our understanding of length-based effects on word order vari-
ations.

In addition, Persian exhibits differential object marking (DOM),16 realized by the enclitic 
=rā and triggered (roughly) by definiteness.17 Note that Persian does not overtly mark 
definiteness. Definite NPs can be formed either by different definite determiners, like 
demonstratives, e.g. in medād ‘this pencil’, or by no overt determination, medād ‘the pen-
cil’. In Persian, a definite DO is always rā-marked (1a).18 A DO lacking =rā, and carrying 
no determination or quantification, like medād or medād=e qermez in (1b), will necessarily  
receive a “bare noun” reading, that is, a nonspecific (existential or a kind-level/generic) 
reading. Note also that Persian bare nouns are underspecified for number and can conse-
quently yield a mass reading (even if countable). Contrary to bare DOs, indefinite DOs are 
always specified for number and have an existential reading (1c). Indefiniteness is overtly 
marked, by the enclitic =i, e.g. medād=i, the cardinal yek e.g. yek medād, or the combina-
tion of both, e.g. yek medād=i ‘a pencil’. Naturally, indefinite NPs are also formed by dif-
ferent indefinite quantifiers, e.g. čand medād  ‘a few pencils’.19 Indefinite DOs can also be 
rā-marked to receive a specific reading, however, here we only use the label “indefinite” 
to refer to non-rā-marked indefinite DOs.

(1) a. Mahsā (in) medād(=e qermez)=rā xarid
Mahsa (this) pencil(=ez20 red)=ra buy.pst.3sg
‘Mahsa bought (this/) the (red) pencil.’

b. Mahsā medād(=e qermez) xarid
Mahsa pencil(=ez red) buy.pst.3sg
‘Mahsa bought (red) pencils/a (red) pencil.’

	15	In Persian NPs, unbound determiners, quantifiers as well as classifiers precede the head noun and all 
dependents (adjectives or adjective phrases, PP modifiers, the possessor NP, and the relative clause) follow 
the head noun.

	16	Coined by Bossong (1985), DOM denotes the property of some languages with overt case-marking of some 
but not all direct objects depending on semantic and pragmatic features, see also Aissen (2003).

	17	DOM is a well-known feature of Persian, yet the object of ongoing controversial debate with no uncontro-
versial or straightforward account available in the literature (see Samvelian (2018) for a review). However, 
going into more detail is beyond the scope of this paper. It is sufficient to bear in mind that, while related 
to definiteness, DOM is far too complex to be captured by a single binary ±definite feature in Persian.

	18	Rā behaves as a phrasal affix and attaches to rightmost element of the NP. Note, however, that in NPs contain-
ing a relative clause rā generally appears before the latter (ia), and marginally after the relative clause (ib).

(i) a. in medād=rā [ke qermez ast] xarid-am
this pencil=ra that red is buy.pst-1sg

b. in medād [ke qermez ast]=rā xarid-am
this pencil that red is=ra buy.pst-1sg
‘I bought this pencil which is red.’

	19	The noun remains in the singular form even when it denotes more than one entity.
	20	The enclitic =(y)e, the Ezafe, links the head noun to its modifiers and to the possessor NP (see Samvelian 

(2018) for a review).
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c. Mahsā yek medād(=e qermez) xarid
Mahsa a pencil(=ez red) buy.pst.3sg
‘Mahsa bought a (red) pencil.’

DOM has important bearings on the canonical order between the NP and PP comple-
ments. While, in previously studied OV languages, the canonical order is given as S-IO-
DO-V with no nuances or controversies, positing a canonical order in Persian ditransitive 
constructions is neither straightforward nor uncontroversial. In this paper, we rely on the 
following generalizations supported by quantitative studies (e.g. Faghiri et al. (2018)): 
1) Bare DOs have a strong bias towards PP-NP-V, 2) Rā-marked DOs have a strong bias 
towards the NP-PP-V order, and 3) Indefinite DOs are more versatile with a fair inclina-
tion towards the PP-NP-V order.21 Faghiri et al. (2018) argue that these ordering prefer-
ences can be captured by a cline on the basis of the degree of determination/definiteness 
of the DO that maps into a given-first as well as a salient-first preference (Faghiri et al. 
2018: 182–183).

Interestingly, as we will show in the next section, different distance-minimizing accounts 
discussed in Section 2.2 do not predict the same length-based ordering preferences for 
Persian, contrary to previously investigated OV languages such as Japanese, Korean or 
Basque. Hence, the Persian data provide us with cases that make it possible to tease apart 
between, on one hand, Hawkins’s MiD and, on the other, DLT and DLM. We limit our 
discussion to the predictions of DLM as a less restrictive version of Gibson’s DLT and will 
not discuss DLT separately.22

As noted by Temperley (2007), one way to compare MiD and DLT/DLM is to examine 
mixed-branching constructions, containing both head-final and head-initial constituents, 
for which the predictions the two models differ (p. 323).23 Temperley uses a small set of 
data (87 occurrences) from Turkish provided by Hawkins (1994) to test the predictions of 
these models but his results are not conclusive (Temperley 2007: 323–324).24 In the next 
section, we present the predictions of these models for Persian data following Temperley 
(2007: 303–304).

3.2  Predictions of distance-minimizing models
In this section, we present the predictions of MiD and DLM for Persian data discussed in 
this paper. In Section 2.2, we saw that these models both account for length-based order-
ing preferences in OV and VO languages from a processing point of view by positing that 
some orders are less complex to process. However, they build on different measures of 
complexity. While both measures depend on the relative length between the constituents 
involved, they differ in the way the dependency distance is operationalized.

Recall that MiD depends on the size of the Constituent Recognition Domain (CRD) and 
takes into account the number of words needed to be parsed in order to obtain all immedi-
ate constituents (IC) of the sentence. Between two alternative word orders, MiD votes for 

	21	Theoretical studies, however, have grouped indefinite DOs with bare DOs, claiming that the former occur 
in the same linear position as the latter, which is adjacent to the verb. This has been argued to constitute 
strong evidence in favor of the hypothesis of two distinct syntactic positions for the DO in Persian, depend-
ing on its markedness (see Faghiri & Samvelian (2016) for an overview).

	22	Recall that these two only differ with respect to the words that should be included when measuring the 
dependency length (all words or only those introducing a new discourse reference).

	23	Temperley (2007 and subsequent work) only tests the predictions of DLM, noting that “it seems fair to 
regard [them] as tests of [DLT]” as well because despite “the small differences between the two proposals” 
they are “clearly closely related” (Temperley 2007: 304).

	24	“[T]he data reveal a consistent preference for ‘short-long’ ordering, contrary to both theories. We should 
note, however, that the body of data available here is very small (87 cases). While this particular test is 
inconclusive, it points to a possible way of testing the DLT against the EIC theory, given further data.” 
(Temperley 2007: 323).
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the sentence that yields a greater IC-to-Word ratio, that is, for an equal number of ICs, a 
sentence with a smaller CRD is preferred. This is illustrated by the pair of examples in (2) 
from Hawkins (2014: 104–105). The CRD and IC-to-Word ratio are calculated for the VP. 
The latter contains three ICs: Verb, PP1 and PP2. Note that the preposition (or postposi-
tion in head-final PPs) is straightforwardly considered to be the constructing category of 
a PP constituent.25 In other words, a (left-to-right) linear word-by-word parser recognizes 
the PP constituent when it parses the preposition.26

In (2a), Verb, PP1 and PP2 can be recognized on the basis of five words (italicized in 
the example). The CRD contains 5 words and hence the sentence has an IC-to-Word ratio 
of 3/5 (60%). (2b), on the other hand, has an CRD of 9 words and an IC-to-Word ratio of 
3/9 (33%). Consequently, (2a), which reflects a short-before-long ordering, is considered 
to be less complex and easier to process than (2b), and thus should be preferred.

(2) a. The man [vp waited [pp1 for his son] [pp2 in the cold but not unpleasant wind]]
1 2 3 4 5

b. The man [vp waited [pp2 in the cold but not unpleasant wind] [pp1 for his son]]
1 2 3 4 5 6 7 8 9

Hawkins has also proposed a more fine-grained metric that allows the ranking of two 
sequences with the same CRD score.27 An aggregate IC-to-Word ratio is calculated for the 
CRD instead of a simple IC-to-Word ratio: IC-to-Word ratios are calculated at each word 
in the CRD and the mean of all the IC-to-Word ratios is taken into account (see Hawkins 
(1990: 233–234)). In (3), IC-to-Word ratios are calculated at each word for the pair of 
examples in (2) above. Aggregate IC-to-Word ratios are 75.3% and 58.2%, respectively 
for (3a) and (3b).

(3) a. The man [VP waited
1
1

[PP1 for
2
2

his
2
3

son]
2
4

[PP2 in
3
5

the cold but not unpleasant wind]]

b. The man [VP waited
1
1

[PP2 in
2
2

the
2
3

cold
2
4

but
2
5

not
2
6

unpleasant
2
7

wind]
2
8

[PP1
for
3
9

his son]]

DLM, on the other hand, represents complexity of a sentence as the total sum of all the 
lengths of its dependencies. The length of a dependency is defined as the number of 
words spanned; a dependency connecting adjacent words is considered to have a length 
of 1 (Temperley 2007: 303). Between two alternative orders, the one with the shortest 
dependency-length is preferred. For two minimal-pair sentences that only differ in the 
order of their constituents such as those in (2), DLM only needs to compare the sum of 
the lengths of the two dependencies – between the verb and the head of each PP – that 
differ between the two options. This is schematically illustrated by the pair in (4), adopted 
from Temperley (2017: 317), where A and B can represent PP1 and PP2 above. In (4a) 
the dependency lengths are of 1 and 4 words and in (4b) of 1 and 8 words. Consequently, 

	25	The constructing category of an NP constituent is considered to be the determiner or the head noun (see 
Hawkins 1994: 60–62). Note that in languages with case marking (e.g. Japanese), Hawkins assumes the 
case marker to be the constructing category of case-marked NPs (Hawkins 2004: 108).

	26	Hawkins argues that “head categories such as P immediately project to mother nodes such as PP, enabling 
the parser to construct and recognize them online.” (Hawkins 2014: 12).

	27	In Hawkins’s subsequent work, this proposition is subsumed in a broader principle, namely the Maximize 
Online Processing (MaOP) principle (see Hawkins 2004: 49–58).
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(4a), which reflects a short-before-long ordering, has a shorter total dependency length 
(5 vs. 9).

(4) a.
x x x x x x x x x x x

A B

b.

x x x x x x x x x x x

B A

In a consistently head-final language such as Japanese, as illustrated by schematic exam-
ples in (5) from Temperley (2007: 323), both measures predict a preference for the long-
before-short ordering. (5) presents two alternative orders for a verb final sentence with 
two preverbal dependents (of 2 and 5 words long each). (5a) has a smaller CRD compared 
to (5b) as well as a shorter total dependency length. Hence, according to both measures, 
(5a) is less complex and should be preferred.

(5) a.
x x x x x x x x

CRD

b.

x x x x x x x x

CRD

Finally, it is worth highlighting that besides the direction of length-based preferences, 
both models predict that the strength of preference depends on the size of reduction 
in complexity (or the gain in efficiency), which amounts to the difference between the 
complexity/efficiency measures of the two alternative orderings, that is, the difference 
between total dependency lengths in DLM, and the difference between CRDs or IC-to-
Word ratios in MiD. This difference is in turn directly related to the relative length of 
the constituents involved. In other words, the rate of length-based shifts is expected to 
increase with the relative length of the constituents.

In what follows, we present the predictions of these two models for a number of cases of 
constituent ordering variation in Persian where the constituents differ in length. Distinct 
predictions are provided for rā-marked and non-rā-marked DOs, given that due to their 
formal difference the latter cannot be treated in the same way. Note that while a non-
rā-marked DO can only be viewed as a head-initial NP, a rā-marked DO can either be 
viewed as head-initial or head-final depending on whether rā is considered as the head 
(constructing category) of the NP or not.28 Here, we consider both possibilities. For non-

	28	Recall that in languages that display case-marking, Hawkins assumes the case-marker to be the con-
structing category of a case-marked NP (Hawkins 2004: 108) – as opposed to the (head) noun or, if 
applicable, the determiner. Rā is a differential object marker and does not appear on all (object) NPs 
(see Section 3.1). Being comparable to a case-marker, rā can be safely assumed to be the constructing 
category of the NP. However, it is also reasonable to consider all object NPs on a par with respect to a 
left-to-right parsing.
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rā-marked DOs, we discuss the relative order between the DO and the PP argument. 
For rā-marked DOs, in addition, we discuss the relative order between the DO and the 
subject.

For illustration, we take a length difference of 4 words between the two constituents 
and consider the two possibilities where one constituent has a phrasal length of 6 and the 
other 2 and vice versa. We use Hawkins’s more fine-grained metric when relevant. Note 
that the latter is not taken into account by Temperley (2007).

We calculate the measures in minimal-pair sentences using schematic examples similar 
to (4) and (5) for simplification. Each sentence contains 3 ICs including the V(erb). We 
use bold to mark the head (constructing category) of the other constituents. In PPs, this 
would be the P (reposition), and in NPs, the first/leftmost element of the NP, which can 
be a determiner or a noun (represented by X that stands for any word). For rā-marked 
NPs, we are also considering the analysis in which rā is the constructing category. In 
short rā-marked NPs, the latter would appear at the right-edge. But in the case of long 
rā-marked NPs, which here we assume to contain relative clauses of 4 words length, rā 
appears just before the relative clause.

1) Non-rā-marked DOs and rā-marked DOs treated as head-initial NPs

In (6) and (7), we consider the relative order between an NP and a PP complement in the 
preverbal domain. In (6), we consider the case where the PP is longer than the NP and in 
(7) the reverse.

(6) a. [[PP P
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[NP X
2
7

X]
2
8

V]
3
9

DLNP = 2, DLPP = 8 : DLT = 10
CRD = 9 / IC-to-Wagg.ratio = 36.8%

b. [[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[PP P
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP1 X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[NP2 X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP1 X
1
1

X]
1
2

[NP2 X
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X X=ra

1
X X

2
X
3

X]
4

[PP
5

P
6

X]
7

V]
8

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 8 / IC-to-W = 3

8 = 37.5%
97

[[NP1 X
1

X]
2

[NP2 X
3

X=ra

4
X
5

X
6

X
7

X]
8

V]
9

DLNP1 = 7, DLNP2 = 6 : DLT = 13
CRD = 9 / IC-to-W = 3

9 = 33.4%
58

(7) a.

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[PP P
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP1 X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[NP2 X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP1 X
1
1

X]
1
2

[NP2 X
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X X=ra

1
X X

2
X
3

X]
4

[PP
5

P
6

X]
7

V]
8

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 8 / IC-to-W = 3

8 = 37.5%
97

[[NP1 X
1

X]
2

[NP2 X
3

X=ra

4
X
5

X
6

X
7

X]
8

V]
9

DLNP1 = 7, DLNP2 = 6 : DLT = 13
CRD = 9 / IC-to-W = 3

9 = 33.4%
58

b.

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[PP P
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP1 X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[NP2 X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP1 X
1
1

X]
1
2

[NP2 X
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X X=ra

1
X X

2
X
3

X]
4

[PP
5

P
6

X]
7

V]
8

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 8 / IC-to-W = 3

8 = 37.5%
97

[[NP1 X
1

X]
2

[NP2 X
3

X=ra

4
X
5

X
6

X
7

X]
8

V]
9

DLNP1 = 7, DLNP2 = 6 : DLT = 13
CRD = 9 / IC-to-W = 3

9 = 33.4%
58

Predictions:
In both (6) and (7), both pairs have the same CRD but (b) has a greater aggregate IC-to-
Word ratio. The gain in efficiency is the same (10.6%) in each pair; (a) has a shorter total 
dependency length. The reduction is the same (4 words) in each pair.

•	MiD predicts a preference for (b) that reflects a short-before-long ordering.
•	DLM predicts a preference for (a) that reflects a long-before-short ordering.
•	The strength of preference depends on the relative length between the two constitu-

ents – regardless of the direction of the difference (NP>PP or NP<PP).

In (8), we consider the relative order between the subject and the DO in the preverbal 
domain. Note that here we provide one pair of examples to illustrate both the case where 
the subject is longer than the DO and the case where the subject is shorter. In each exam-
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ple, NP1 and NP2 can represent respectively the subject and the DO (Subj>DO) and vice 
versa (Subj<DO).

(8) a.

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[PP P
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP1 X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[NP2 X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP1 X
1
1

X]
1
2

[NP2 X
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X X=ra

1
X X

2
X
3

X]
4

[PP
5

P
6

X]
7

V]
8

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 8 / IC-to-W = 3

8 = 37.5%
97

[[NP1 X
1

X]
2

[NP2 X
3

X=ra

4
X
5

X
6

X
7

X]
8

V]
9

DLNP1 = 7, DLNP2 = 6 : DLT = 13
CRD = 9 / IC-to-W = 3

9 = 33.4%
58

b.

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[PP P
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP1 X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[NP2 X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP1 X
1
1

X]
1
2

[NP2 X
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X X=ra

1
X X

2
X
3

X]
4

[PP
5

P
6

X]
7

V]
8

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 8 / IC-to-W = 3

8 = 37.5%
97

[[NP1 X
1

X]
2

[NP2 X
3

X=ra

4
X
5

X
6

X
7

X]
8

V]
9

DLNP1 = 7, DLNP2 = 6 : DLT = 13
CRD = 9 / IC-to-W = 3

9 = 33.4%
58

Predictions:
Both sentences have the same CRD but (b) has a greater aggregate IC-to-Word ratio. The 
gain in efficiency is the same in each case; (a) has a shorter total dependency length. The 
reduction is the same (4 words) for each case.

•	MiD predicts a preference for (b) that reflects a short-before-long ordering.
•	DLM predicts a preference for (a) that reflects a long-before-short ordering.
•	The strength of preference depends on the relative length between the two constitu-

ents – regardless of the direction of length difference (Subj>DO or DO>Subj).

2	  �Rā-marked DOs treated as head-final constituents with rā as the head (constructing 
category).

In (9) and (10), we consider the relative order between an NP and a PP complement in the 
preverbal domain. In (9), we consider the case where the PP is longer than the NP and in 
(10) the reverse. Recall that in the latter case the NP contains a relative clause of 4 words 
that appears after rā.

(9) a. [[PP P
1

X
2

X
3

X
4

X
5

X]
6

[NP X
7

X=ra]
8

V]
9

DLNP = 1, DLPP = 8 : DLT = 9
CRD = 9 / IC-to-W = 3

9 = 33.4%

b. [[NP X X=ra]
1

[PP P
2

X
3

X
4

X
5

X
6

X]
7

V]
8

DLNP = 7, DLPP = 6 : DLT = 13
CRD = 8 / IC-to-W = 3

8 = 37.5%

(10) a.

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[PP P
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP1 X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[NP2 X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP1 X
1
1

X]
1
2

[NP2 X
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X X=ra

1
X X

2
X
3

X]
4

[PP
5

P
6

X]
7

V]
8

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 8 / IC-to-W = 3

8 = 37.5%
97

[[NP1 X
1

X]
2

[NP2 X
3

X=ra

4
X
5

X
6

X
7

X]
8

V]
9

DLNP1 = 7, DLNP2 = 6 : DLT = 13
CRD = 9 / IC-to-W = 3

9 = 33.4%
58b. [[PP P

1
X]
2

[NP
3

X
4

X=ra

5
X
6

X X
7

X]
8

V]
9

DLNP = 5, DLPP = 8 : DLT = 13
CRD = 9 / IC-to-W = 3

9 = 33.4%

Predictions:
Sentence (9b) has a smaller CRD and hence a greater IC-to-Word ratio; Sentence (10a) has 
a smaller CRD and hence a greater IC-to-Word ratio. The gain in efficiency is the same in 
each case; Sentences (9a) and (10a) have shorter total dependency lengths. The reduction 
is the same (4 words) in each pair.

•	MiD predicts a preference for NP-PP-V order regardless of the relative length.
•	DLM predicts a preference for (a) that reflects a long-before-short ordering.
•	The strength of the preference depends only on the relative length between the two 

constituents – regardless of the direction of length difference.
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In (11) and (12), we consider the relative order between the subject and the DO in the 
preverbal domain. (11) illustrates the case where Subj>DO and (12) the case where 
Subj<DO.

(11) a. [[NP1 X
1

X
2

X
3

X
4

X
5

X]
6

[NP2 X
7

X=ra]
8

V]
9

DLNP1 = 1, DLNP2 = 8 : DLT = 9
CRD = 9 / IC-to-W = 3

9 = 33.4%

b. [[NP2 X X=ra]
1

[NP1 X
2

X
3

X
4

X
5

X
6

X]
7

V]
8

DLNP1 = 6, DLNP2 = 7 : DLT = 13
CRD = 8 / IC-to-W = 3

8 = 37.5%

(12) a.

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[PP P
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP1 X
1
1

X
1
2

X
1
3

X
1
4

X
1
5

X]
1
6

[NP2 X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 2 : DLT = 10
CRD = 9 / IC-to-Wagg.rat. = 36.8%ratio = 36.8%

[[NP X
1
1

X]
1
2

[PP P
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP = 8, DLPP = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP1 X
1
1

X]
1
2

[NP2 X
2
3

X
2
4

X
2
5

X
2
6

X
2
7

X]
2
8

V]
3
9

DLNP1 = 8, DLNP2 = 6 : DLT = 14
CRD = 9 / IC-to-Wagg.rat. = 47.4%ratio = 47.4%

[[NP X X=ra

1
X X

2
X
3

X]
4

[PP
5

P
6

X]
7

V]
8

DLNP = 8, DLPP = 2 : DLT = 10
CRD = 8 / IC-to-W = 3

8 = 37.5%
97

[[NP1 X
1

X]
2

[NP2 X
3

X=ra

4
X
5

X
6

X
7

X]
8

V]
9

DLNP1 = 7, DLNP2 = 6 : DLT = 13
CRD = 9 / IC-to-W = 3

9 = 33.4%
58

b. [[NP2 X X=ra

1
X
2

X
3

X
4

X]
5

[NP1 X
6

X]
7

V]
8

DLNP1 = 2, DLNP2 = 7 : DLT = 9
CRD = 8 / IC-to-W = 3

8 = 37.5%

Predictions:
Sentence (11b) has a smaller CRD and hence a greater IC-to-Word ratio; Sentence (12b) 
has a smaller CRD and hence a greater IC-to-Word ratio. The gain in efficiency is the same 
in each pair; Sentences (11a) and (12b) have shorter total dependency lengths. The reduc-
tion is the same (4 words) in each pair.

•	MiD predicts a preference for the DO-first order regardless of the relative length.
•	DLM predicts a preference for a long-before-short ordering.
•	The strength of the preference depends on the relative length between the two con-

stituents – regardless of the direction of length difference.

To sum up: in different pair-wise comparisons examined here, DLM consistently predicts a 
long-before-short preference that increases with the relative length between the two con-
stituents, regardless of the choice of analysis for rā-marked NPs. MiD, on the other hand, 
predicts a short-before-long preference that increases with the relative length, provided 
all NPs are treated as head-initial constituents. Otherwise, MiD predicts a preference for 
putting the rā-marked NP first (in both cases of word order variation studied). Note that 
while the NP=rā-PP-V order corresponds to the canonical order in Persian (see Section 
3.1), the DO=rā-S-V order is non-canonical, given that Persian is an SOV language.

3.3  Previous studies on Persian
A number of quantitative studies have already addressed the issue of grammatical weight 
in Persian. Rasekh-Mahand et al. (2016) investigate the role of weight in the extraposition 
of relative clauses in the postverbal domain29 in a corpus-based study and argue that this 
extraposition supports Hawkins’s MiD and provides evidence that “Persian, a seemingly 
SOV language behaves typologically as a VO language, in which the heavy constituents 
shift rightward” (Rasekh-Mahand et al. 2016: 21).

	29	Recall that in Persian, a relative clause modifying a preverbal noun can be extraposed after the verb:

(i) yek mard āmad [ke hame=rā mi-šenāxt]
a man come.pst.3sg that all=ra ipfv-know.pst.3sg
‘A man came who knew everybody.’
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In line with studies on the heavy NP shift in different SOV and SVO languages, Faghiri 
and colleagues (Faghiri & Samvelian 2014; Faghiri et al. 2014; 2018) study the effect of 
weight on the order between the NP and the PP complement (referred to as direct and 
indirect objects in a broad manner) and report a long-before-short preference in the pre-
verbal domain. However, they also highlight that this effect is limited to specific cases. 
Importantly, these studies report zero length-based effects in constructions for which 
other SOV languages such as Basque (Ros et al. 2015) and Japanese (Yamashita & Chang 
2001) are shown to have length-based word order variations. Below we present a sum-
mary of these studies and their main results.

Faghiri & Samvelian (2014) present a multifactorial study of word order preferences 
carried out on a sample of 905 NP-PP-V and PP-NP-V utterances extracted out of a jour-
nalistic corpus. They find a significant effect of heaviness, operationalized as the relative 
length between the NP and the PP in number of words,30 corresponding to a long-before-
short preference for bare and indefinite objects (Faghiri & Samvelian 2014: 226–227).31 
Importantly, in their sample, rā-marked objects occur in the NP-PP-V order in more than 
95% regardless of the relative length (Faghiri & Samvelian 2014: 226).

In the vein of constrained production experimental studies on the heavy NP shift, Faghiri 
et al. (2014; 2018) carry out two experiments to test length-based ordering preferences 
observed in Faghiri & Samvelian’s (2014) corpus study for indefinite and bare DOs respec-
tively. They use a web-based version of the sentence production task used by Stallings et 
al. (1998) and Yamashita & Chang (2001) – that we are also using in our experimental 
studies (see Section 4.1). They study the relative order between the DO and the obligatory 
PP argument while manipulating the relative length between these two constituents by 
adding a relative clause to the PP and attributive (restrictive) modifiers to the DO.32 Both 
experiments find a significant main effect of the relative length. In the case of indefinite 
DOs (Est. 1.75, SE = 0.299, p < 0.001), the rate of the NP-PP-V order increases from 
55.7% to 80.3% with longer DOs (Faghiri et al. 2014: 232). For bare DOs (Est. 1.479, SE 
= 0.308, p < 0.001), on the other hand, the rate of the PP-NP-V order increases from 
85.5% to 94.2% with longer PPs (Faghiri et al. 2018: 175).

Furthermore, Faghiri et al. (2018) present an additional experiment on the relative 
order between bare DOs and the PP argument. They focus on the behavior of simple bare 
DOs, ex. ‘syrup’, compared to modified bare DOs, ex. ‘icy mint syrup’, that are longer by 
two words, and report an important rise of shifted orders for the latter. The rate of the 
NP-PP-V order increases from 28.2% with bare single word DOs to 47.3% with bare modi-
fied DOs (Faghiri et al. 2018: 178).

Faghiri et al. (2018) also address the effect of weight on the relative order between the 
subject and the DO. They first note that the rate of the SOV order is overwhelmingly high, 
above 95%, in their corpus sample and that non-canonical (shifted) orders only occur 
with rā-marked DOs (see p. 171 for details). They carry out an experiment that allows 
them to test whether the rate of OSV increases with longer DOs, modified by a relative 
clause. Faghiri et al. (2018) use rā-marked human DOs to give the OSV order the highest 
chance (see p. 179). Their results show no weight-based effect rise in OSV orders (7.81% 
vs. 6.98%, respectively for long/complex vs. short/simple DOs).33 It is important to note 

	30	The estimated coefficient is 0.844 (SE = 0.261, p < 0.01), with an intercept of 1.593 (SE = 0.295, p < 
0.001), when NP-PP-V is coded as success (Faghiri & Samvelian 2014: 228).

	31	Note that for simple bare (single word) nouns, not included in Faghiri & Samvelian’s (2014) multifactorial 
analysis, Faghiri (2016) observes that the average length of the PP is significantly smaller in sentences that 
occur in the NP-PP-V order than in sentences in the reverse order (see Faghiri 2016: 151).

	32	Note that it very difficult to manipulate the length of indefinite and bare DOs in Persian by adding a relative 
clause, since the latter usually triggers rā-marking.

	33	The estimated coefficient for the main effect of length is not significantly different from zero (p > 0.05).
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that their study has a high statistical power to detect a true small effect size (0.83 calcu-
lated with the power function in R for binary data with 877 observations and df = 1). 
Note also that the absence of a length-based effect is unlikely to be due to a ceiling effect, 
given that they do find a significant effect of animacy (Est. 0.4, SE = 0.172, p < 0.05): 
the rate of OSV rises from 4.2% with animate subjects to 10.64% with inanimate subjects 
(Faghiri et al. 2018: 180).

To resume, previous studies report length-based ordering variations corresponding to a 
long-before-short preference in the relative order between the DO and the PP argument, 
limited to non-rā-marked DOs. They show that 1) long PPs shift (leftward) more often 
than short PPs when the DO is bare or indefinite, 2) long bare DOs shift more often than 
short bare DOs. On the contrary, the relative length is reported to have zero effect on the 
linear position of rā-marked DOs (with respect to the PP argument) as well as on the rela-
tive order between the subject and the DO in transitive sentences.

In their attempt to provide an explanation for these observed length-based effects, Faghiri 
and colleagues favor a production-oriented account over parsing-oriented accounts. They 
argue that Yamashita & Chang’s (2001) conceptual accessibility hypothesis provides an 
adequate account of the Persian data, in particular because it can provide a compel-
ling explanation for the cases where no length-based effects are observed (Faghiri et al. 
2018: 183), while these cases are problematic for dependency-length-minimizing mod-
els (Faghiri 2016: 268–269). They also rightly note that Hawkins’s model falls short of  
accounting for the long-before-short preference in the preverbal domain in Persian (see 
e.g. Faghiri & Samvelian 2014: 228).

3.4  The focus of our study
Length-based ordering preferences depicted by available studies so far present some 
potential challenges for dependency-distance minimizing accounts.

1.	 The cases for which previous studies report zero length-based effects run counter to 
the predictions of DLM. According to the latter the long-before-short preference is 
expected to trigger ordering variations for all types of DOs.

2.	 Although MiD may account for the absence of a length-based effect in the case of 
rā-marked DOs (provided the latter are viewed as headed by rā), it makes wrong 
predictions with respect to the direction of length-based effects in the preverbal 
domain.

3.	 The relatively important rise in the rate of shifted orders observed for a two-word 
length difference, when the relative length is increased by adding two attributive 
modifiers to bare DOs, is intriguing.34 Importantly, by comparing the size of length-
based effects in the three experiments on the relative order between the NP and the 
PP argument, we observe that it is not possible to establish a correlation between 
the strength of the preference and the relative length.35 This is potentially prob-
lematic for any dependency-distance minimizing account of length-based effects. 
Indeed, as we have seen in Section (3.2), the strength of a length-based preference is 
predicted to increase with the relative length between the two constituents regard-

	34	The effect size (Cohens w) of length, which we have calculated from the contingency table provided by 
Faghiri et al. (2018), is 0.214.

	35	A two- to four-word difference between the NP>PP and NP<PP conditions (by adding attributive modi-
fiers to the NP and an RC to the PP) in Faghiri et al.’s (2014) experiment with indefinite DOs, triggers about 
24% shifts. A three-word difference between the NP=PP and NP<PP conditions (by adding an RC to the 
PP) in Faghiri et al.’s (2018) experiment with bare DOs triggers less than 10% shifts. The effect size (Cohens 
w), calculated from the contingency tables provided by Faghiri et al., is respectively 0.255 and 0.139.
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less of the direction of the difference. On the other hand, the strong effect observed 
when adding (restrictive) modifications to bare nouns may be viewed as triggered 
by the added information and the increase in their degree of specification rather 
than by length per se. Therefore, the question rises as to whether all length-based ef-
fects can be viewed as triggered by dependency-distance minimization. An alterna-
tive account would be to view the effect of adding attributive modifiers as an effect 
of conceptual enrichment, in line with the salient-first preference in the preverbal 
domain.

We have conducted two more production experiments to follow up on these observations. 
These experiments are carried out in order to 1) pin down the effect of phrasal length in 
terms of conceptual enrichment vs. dependency-distance by comparing simple/short vs. 
modified/long non-rā-DOs and 2) replicate the absence of length-based effect in the case 
of rā-marked DOs in order to assess the relevance of dependency-distance minimizing 
accounts.

4  Production experiments on word order variation
In this section, we present the results of two constrained sentence production experiments 
carried out to study the ordering preferences of Persian native speakers. The task used in 
these experiments is identical to the one used by Faghiri et al. (2014; 2018) in the previ-
ous experimental studies on Persian (see Section 3.3). We start by presenting this experi-
mental protocol.

All our data are analyzed via statistical open access software R (R Core Team 2013), 
using the lm4 package for modeling (Bates et al. 2012). The response variable is of binary 
type, and logistic mixed effect modeling (hereafter GLMM) is used all along. In all models 
presented here, experimental variables are centered by using a sum-to-zero contrast cod-
ing, that is, the intercept corresponds to the grand (pooled) mean. We always report the 
results of the optimal model, that is, the maximal variance-covariance model supported 
by the data36 and justified by model comparisons (Baayen et al. 2008). Also, we initially 
included the presentation order as a fixed effect in all models but only kept it when it 
yielded a significantly better fit. Note that this never had a meaningful impact on the 
results (p-values and the coefficients) of our target factors. For ease of reading, we only 
provide relevant result segments in the core text. The full summary of results for each 
model are provided in the appendices.

4.1  Procedure
Our experiments are implemented via web-based self-administrated questionnaires37 con-
ducted on the Ibex Farm (Drummond 2013). In these experiments, participants are asked 
to construct sentences with phrases that appear on the screen to complete a preamble.

This production paradigm is inspired by the in lab cued sentence recall production. This 
is a common experimental task in psycholinguistics for the study of sentence produc-
tion and is used in experimental studies on word order preferences, especially on heavy 
constituent shift (e.g. Stallings et al. (1998); Yamashita & Chang (2001)). In these experi-
ments, participants are asked to make a sentence with given constituents that appear on 
a computer screen and to produce it orally after a lapse of time during which, for distrac-
tion, they are presented with a basic arithmetic operation. This design is meant to encour-
age participants to produce their sentences from meaning (Yamashita & Chang 2001: 48).

	36	Models that did not converge or had perfect correlations between random effects were reduced.
	37	This means that these experiments have been designed specifically to be completed by a respondent (on 

their own computer) without intervention of the researchers.
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In the design used in our experiments, participants are asked to make a sentence to 
complete a preamble with phrases that appear on the screen. Participants see simultane-
ously a preamble, an incomplete sentence represented by blank boxes and a vertical list of 
phrases (that appear in blue). A screenshot of a (filler) item is given in Figure 1.

Each experimental item contains a sentence in which three constituents are missing, 
represented by three blank boxes. To complete the sentence, participants are provided 
with four phrases (presented in a counterbalanced order). Participants are instructed to 
1) read the preamble and the list of phrases, 2) complete the sentence with the most natu-
ral continuation that comes to their mind using three of the four given phrases, 3) fill in 
the blanks accordingly, and 4) click on “Continue” to go to the next sentence.

The list of options contains one element more than the number of blanks in order to 
prevent participants from guessing the purpose of the experiment and to push them to 
concentrate on the content of each sentence, in order to produce reasonably natural sen-
tences. The relative order between these constituents (in the final sentence) is left to the 
participants and constitutes the response or the dependent variable.

4.2  Experiment 1
This experiment targets the effect of phrasal length by adding an attributive (restrictive) 
modifier to non-rā-marked (bare and indefinite) DOs. Faghiri et al. (2018) showed a 
particularly important effect of the phrasal length, when comparing the relative order of 
short bare DOs (one-word length ex. gol ‘flower’) with long bare DOs (three-word length, 
ex. gol-e orkide-ye sefid ‘white orchid flower’) with respect to inanimate PP arguments. 
The rate of the non-canonical NP-PP-V order increased from 28.2% to 47.3% for long 
bare DOs. The research question here is whether indefinite DOs show a comparable effect 
when lengthened by attributive (restrictive) modifiers.

Furthermore, in order to disentangle the effect of conceptual enrichment from the effect 
of increasing the dependency-distance, we manipulate the length by adding only a one-
word attributive modifier. Recall that the strength of a dependency-length preference 
depends on the size of reduction in the length difference between two alternatives. A one-
word length difference presents the least possible reduction in the dependency length. 
Note that the lowest rate of length-based shifts observed so far (in Persian data) is about 
10% and was triggered by a three-word length difference (see Section 3.4). Consequently, 
a comparably strong effect in this configuration can hardly be viewed as a dependency-
minimizing effect.

Figure 1: Screenshot of an experimental item (English equivalents are added).
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Finally, in Faghiri et al.’s study, PPs were inanimate in all sentences and the results 
showed an overall higher rate of NP-PP-V order with respect to another experiment with 
bare DOs but including only animate PPs (see Faghiri et al. 2018: 177). Here, we include 
the animacy of the PP as a between-items (control) variable in order to neutralize its 
effect and also to see to what extent animate and inanimate PPs behave differently.

4.2.1  Method and materials
A set of 16 sentences was created for this experiment, following a 2 × 2 design with DO 
type (bare vs. indefinite) and DO length (simple vs. modified with a one-word attributive 
modifier) as within-item variables, where we prepared 4 versions of each sentence, as in 
(13). In half of sentences the PP was human (construed as a goal or a source argument and 
involving various prepositions, e.g. be ‘to’, az ‘from’ or barāye ‘for’) and in the other half 
inanimate (with the same proportion of different preposition types). DO type was treated 
as a between-subject variable: that is, one group of participants saw sentences with bare 
DOs and another group sentences with indefinite DOs.

Each experimental item was preceded by a preamble containing the subject and a (verti-
cal) list of four constituents: a PP, two choices of formally identical NPs and a verb. The 
order of the list was counterbalanced (between PP over NP and NP over PP) across items. 
The dependent variable is the order between the three remaining constitutes (PP, NP and 
Verb) in sentences filled out by participants. However, expecting non-verb final orders to 
be scarce, the comparison will be limited to NP-PP-V vs. PP-NP-V.

(13) Ali hamiše …
Ali always …
[NP1 (yek mošt) gerdu(=ye tāze)] [PP tu=ye sālād] [V mi-riz-ad]

a handful walnut=ez fresh in=ez salad ipfv-put.prs-3sg
[NP2 (yek meqdār) serke(=ye sib)]

a quantity vinegar=ez apple
‘Ali always puts (a handful of) (fresh) walnuts / (a small quantity of) (apple) 
vinegar in the salad.’

Summary of the experimental design:
V1: �DO type: bare gol ‘flower’ vs. indefinite yek daste gol ‘a bunch of flowers’ 

(between-subjects variable)
V2: �Length of the DO: simple gol vs. modified gol-e orkide ‘orchid flower’ (within-subject 

variable)
V3: Animacy of the PP: human vs. inanimate (between-items variable)
Dependent variable: relative order between the PP and the NP

These 16 experimental items were combined with 24 filler items. The final list of items, 
in which target items were spaced by at least one filler, was randomized for each partici-
pant individually. It contained an additional filler item appearing as the first item for all 
participants.

80 native speakers of Persian (39 women and 41 men; mean and median age: 33 and 
31.5 years) volunteered to complete our web-based questionnaire (40 for each sub-exper-
iment) – the exact number of participants was 97 but we discarded data from bi/multi-
lingual speakers that did not declare Persian as their dominant language. Data from two 
participants in the indefinite sub-experiment was excluded from the final dataset because 
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they did not fill out sentences according to the instructions. There were also a few errone-
ous answers, which we marked as NA.

4.2.2  Results and discussion
Table 1 presents the frequencies of different ordering choices in the data, and Figures 2 
and 3, the rate of NP-PP-V order (NPV in short), respectively by DO length and by ani-
macy of the PP.

The overall rates for NP-PP-V are 12.5% for bare DOs, and 58.3% for indefinite 
DOs. These rates are in line with the rates reported for these DO types in previous 
experimental studies. We observe that the rate of NP-PP-V significantly increases with 
longer/modified NPs for both bare and indefinite types, respectively, from 8.0% to 
17.0% (χ2 = 11.454, p < 0.001) and, from 51.0% to 65.6% (χ2 = 12.59, p < 0.001). 
Likewise, the rate of NP-PP-V is significantly higher for inanimate PPs with both bare 
and indefinite types, 7.7% vs. 17.2% (χ2 = 12.693, p < 0.001) and 54.1 vs. 62.5 (χ2 = 
3.976, p < 0.05).

We analyzed all the data (a total of 1254 data points excluding miscellaneous orders) 
using an GLMM model including items and participants as random effects and DO type, 
DO length and PP animacy (sum-coded) as fixed effects. The NP-PP-V order is coded as 
success. We find a significant effect for the DO type (Est. = –1.94, SE = 0.22, p < 0.001) 
as well as for length (Est. = 0.55, SE = 0.11, p < 0.001), but no significant effect for 
animacy nor any significant interactions between the variables (ps > 0.10).

We then fitted two models separately for bare and indefinite DOs (a total of, respec-
tively, 650 and 604 data points), to see whether there is a numerical difference between 
the estimated coefficients and in what direction. The estimated coefficient of length is 
greater for bare DOs (Est. = 0.64, SE = 0.17, p < 0.001) than for indefinite DOs (Est. = 
0.38, SE = 0.11, p < 0.01).

Table 1: Distribution of word order for Experiment 1.

Bare Dos

 NPV NVP PNV NA Total
DO Length     

Short  26  0  301  1  328

Long  55  1  268  4  328

 PP Animcy     

Anim  25  0  300  3  328

Inan  56  1  269  2  328

 Total  81  1  569  5  656

Indef Dos

 NPV NVP PNV NA Total
 DO Length     

Short  154  1  148  1  304

Long  198  1  104  1  304

 PP Animcy     

Anim  164  0  139  1  304

Inan  188  2  113  1  304

 Total  352  2  252  2  608



Faghiri and Samvelian: WO and length effect in SOV Art. 86, page 21 of 33

In sum, our data show a robust effect of phrasal length for both non-rā-marked DO 
types. We observe that adding modifications to the DO increases NP-PP orders for both 
bare and indefinite types, and while there is no significant interaction between the effects 
of length and DO type, we can say that it is likely to have a larger effect size for bare DOs 

Figure 2: NP-PP-V rate by DO type and DO length in Experiment 1 (the error bars present 95% 
confidence intervals).
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Figure 3: NP-PP-V rate by DO type and animacy of PP in Experiment 1.
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than for indefinite ones. Indeed, if the effect of length is due to the increase in the degree 
of specification (of a non-specific object), it is safe to assume that with less specific objects 
(bare vs. indefinite) the contribution of length is likely to be more important.

With respect to the animacy of the PP, in line with the general animate-before-inani-
mate preference, we observe that overall in our data the rate of PP-NP-V orders increases 
with animate PPs. We are not going to comment further on the effect of animacy which is 
beyond the scope of this paper.

4.3  Experiment 2
In this experiment, we study the effect of the relative length (by adding a relative clause 
to the PP argument) for rā-marked vs. non-rā-marked DOs. In their experimental study, 
Faghiri et al. (2014) found an important effect of the relative length for indefinite (non-rā-
marked) DOs, corresponding to a long-before-short preference (see Section 3.3). This pref-
erence is in contradiction with the prediction of MiD while it is in line with that of DLM 
(see Section 3.2). The latter predicts a long-before-short preference for rā-marked DOs as 
well. However, corpus studies found no length-based effects for these DOs suggesting that 
they may not be sensitive to length-based effects (Faghiri & Samvelian 2014: 230). Recall 
that MiD also predicts no length-based effects for rā-marked DOs in this configuration. 
The research question in this experiment is thus to test whether increasing the length of 
the PP argument favors more shifted orders for rā-marked NPs. Such result would provide 
further support for DLM while undermining Hawkins’s MiD.

4.3.1  Method and materials
A set of 16 sentences was created for this experiment. Following a 2 × 2 design with DO 
type (rā-marked vs. indefinite) and PP length (simple vs. modified by a relative clause), 
we prepared 4 versions of each sentence, as in (14). In all sentences PPs were human, 
construed as goal or source arguments. They involved different prepositions: be ‘to’ (8 
items), az ‘from’ (4 items) or barāye ‘for’ (4 items). Each experimental item was pre-
ceded by a preamble that contains the subject and a (vertical) list of four constituents: a 
PP, two choices of DOs (same type but lexically different) and a verb. The order between 
the PP and the two NPs was counter-balanced for all items. The dependent variable is 
the order between the three remaining constitutes (PP, NP and Verb) in sentences filled 
out by participants, coded as a binary variable – recall that as we are expecting non-verb 
final orders to be scarce, the comparison will be limited to NP-PP-V vs. PP-NP-V.

(14) Parvin …
Parvin …
[NP1 yek arusak / arusak=rā] [PP barāye Zohre (ke dāšt gerye mi-kard)] 

a doll / doll=ra for Zohreh that aux cry ipfv-do.pst.3sg
[NP2 yek ābnabāt / ābnabāt=rā]

a candy / candy=ra  
[V xarid]

buy.pst.3sg
‘Parvin bought the/a doll/candy for Zohreh (who was crying).’

Summary of the experimental design:
V1: DO type: rā-marked arusak=rā ‘the doll’ vs. indefinite yek arusak ‘a doll’
V2: Length of the PP by adding a relative clause (of about four-word length)
Dependent variable: relative order between the PP and the NP
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These 16 experimental items were combined with 24 filler items. The final list of items, 
in which target items were spaced by at least one filler, was randomized for each partici-
pant individually. It contained an additional filler item appearing as the first item for all 
participants.

34 native speakers of Persian (16 women and 18 men; mean and median age: 32 and 33 
years) volunteered to complete our web-based questionnaire – the exact number of partic-
ipants was 36 but we did not include bi/multilingual speakers who did not declare Persian 
as their dominant language. There were also a few erroneous or incomplete answers that 
we marked as NA.

4.3.2  Results and discussion
The overall rates of NP-PP-V order are 80.4% for rā-marked NPs, and 42.4% for indefinite 
NPs. The latter is lower than the rate reported previously for these NPs, but when we look 
at the distribution by the preposition involved (Figure 4), we observe a fairly important 
variation, suggesting that the default order is not the same depending on the preposition 
type. Importantly, for the preposition be ‘to’, the baseline rate tips for the NP-PP-V order 
in line with previous studies. Table 2 and Figure 5 present, respectively, the frequen-
cies of different ordering choices in the data and the rate of NP-PP-V order by DO type 
and PP length. We observe that for both types the rate of NP-PP-V order is significantly 
higher with short PPs: 86.8% vs. 74.1% (χ2 = 6.152, p < 0.05) and, 52.6% vs. 31.9% 
(χ2 = 11.068, p < 0.001), respectively for rā-marked and indefinite NPs.

We analyzed all the data (a total of 541 data points excluding miscellaneous orders) 
using a GLMM model including preposition types, items and participants as random 
effects and DO type and PP length (both sum-coded) as fixed effects. The NP-PP-V order is 
coded as success. We find a significant effect for the DO type (Est. = 1.10, SE = 0.12, p 
< 0.001) as well as for PP length (Est. = –0.52, SE = 0.11, p < 0.01), but no significant 
interaction between the two variables (p = 0.85).

Figure 4: NP-PP-V rate by DO type and Preposition in Experiment 2.
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We also fitted the model separately for each DO type in order to check whether there 
is a numerical difference between the estimated coefficients of length between them. In 
addition, in order to have more homogeneous data for comparison, we also used a lim-
ited dataset including only items with the preposition be. In both cases, the estimated 
coefficient of PP length was slightly greater for indefinite DOs than for rā-marked DOs, 
respectively: –0.60 (SE= 0.16, p < 0.001) vs. –0.50, (SE = 0.18, p < 0.01), and –0.76 
(SE = 0.23, p < 0.01) vs. –0.54 (SE = 0.276, p < 0.05).

In sum, our data show a robust length-based effect corresponding to the same long-
before-short preference for both DO types. This effect is in accordance with the pre-
dictions of DLM, and importantly, it contradicts Faghiri & Samvelian’s (2014) findings 
regarding the absence of a length effect on the position of rā-marked DOs. Nevertheless, 
while we find no significant interaction between the effects of relative length and DO 

Table 2: Distribution of word order for Experiment 2.

NPV NVP PNV NA Total
Indefinite DOs     

Short PP  71  0  64  1  136

Long PP  43  1  92  0  136

Total  114  1  156  1  272

Rā-marked DOs     
Short PP  118  0  18  0  136

Long PP  100  0  35  1  136

Total  218  0  53  1  272

Figure 5: NP-PP-V rate by DO type and PP length in Experiment 2.
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type, we observe that increasing the length of the PP is likely to have a larger effect in the 
case of indefinite DOs than rā-marked DOs. This is not surprising given that rā-marked 
DOs have a stronger bias toward the NP-PP-V order and are said to display less ordering 
variation than indefinite DOs (see e.g. Faghiri et al. 2018).

5  General discussion
Experiment 1 shows that there are strong length-based word order variations for which an 
account in terms of distance minimization is irrelevant. The effect of distance minimiza-
tion on parsing is expected to be proportional to the relative length. In this experiment, 
the relative length between the PP and the NP varies by only one word between the two 
conditions. Hence, dependency-distance minimizing models do not predict a large effect, 
if any.

Meanwhile, an account in terms of the contribution of length to semantic 
enrichment/informativity is more satisfactory. One could safely assume that a restrictive 
modifier adds additional information to a non-specific NP, making its reference more 
specified/salient. In addition, we note that this effect conforms to observations made by 
Faghiri et al. (2014; 2018) and strengthens their claim that the position of the DO (with 
respect to the PP argument) depends on its degree of determination: the more determined 
and/or specific an NP, the more it is likely to precede the PP. If one considers that modi-
fication contributes to the degree of specification (and thus determination) of a referring 
expression, then these results are expected. Indeed, the comparison of the effect size 
between the DO type (bare vs. indefinite) and absence/presence of modification shows 
that, as claimed by Faghiri et al. (2018), the main predictor of the position of the DO is 
its degree of determination. Crucially, this result is compatible with a salient-first prefer-
ence and supports Yamashita & Chang’s (2001) conceptual accessibility hypothesis, which 
relates the long-before-short preference in OV languages to the semantic richness and 
informativity of longer constituents.

If we are on the right track, such manipulation of length should yield a fairly smaller 
effect in the case of (definite) rā-marked DOs, which are by definition specific referring 
expressions. The corpus data reported by Faghiri & Samvelian (2014) are compatible 
with this prediction, given that they do not show any effect of length on the order for 
rā-marked DOs (Faghiri & Samvelian 2014: 226). However, future experimental studies 
are required to test this hypothesis.38

In Experiment 2, the relative length between the PP and the NP is manipulated by adding 
a (four-word length) relative clause to the PP. The results clearly show that a long-before-
short preference exists regardless of markedness and/or definiteness of the DO. Hawkins’s 
EIC/MiD model falls short of accounting for the long-before-short preference altogether. 
The predictions of DLM, on the other hand, are met by the data: we find significant main 
effects for both relative length and DO type but no interactions between the two variables. 
This implies that the long-before-short preference is independent of the DO type.

It is worth noting that although distance minimization is relevant, we nevertheless observe 
that relative length has a much smaller effect size than DO type, which further supports the 
claim that the relative order between the PP argument and the DO is mainly determined by 
the DO type. Hence, it is not surprising that the rate of conformity to DLM, that is, the ratio 

	38	Also, as mentioned by an anonymous reviewer, another rather straightforward way to test whether seman-
tic richness per se plays a role on word order preferences is to manipulate the degree of informativity of 
nouns: e.g. “person” vs. “doctor” vs. “pediatrician”.
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of observed vs. expected shifts, is only 31% (13.6% and 48.1% respectively for rā-marked 
and indefinite DOs). In other words, overall DLM is not respected in our data.

At this point, it is interesting to compare Persian with other languages for which similar 
data are available. Below, we summarize data from studies on two SVO languages, French 
and English, and two SOV languages, Japanese and Basque. All these studies report 
data from comparable production experiments. The idea is to compare the rate of DLM-
triggered shifts, that is, cases where there is a default/canonical word order and a heavy 
constituent shift (leftward or rightward) from its default position. We calculated the rate 
as the ratio of observed shifted cases, considering the expected order to be the non-shifted 
order. In Persian data, this rate, calculated for rā-marked DOs and corresponding to the 
rate of the PP-NP-V order with heavy PPs, is 26.3%.39

1.	 In a study on French focusing on indefinite DOs, the rate of conformity to DLM is 
about 70%, with about 53.7% of shifts for heavy NPs (Faghiri & Thuilier 2018: 10).

2.	 In a study on heavy NP shift in English by Stallings & MacDonald (2011: 182), the 
average rate of shifted heavy NPs is about 35.1% (for cases with comparable length 
difference between the two constituents) and can reach 40% when the length differ-
ence is the greatest (Stallings & MacDonald 2011: 185).

3.	 In the experimental study on Basque, the overall rate of shifts (to the left) with 
heavy NPs is above 60.1% (Ros et al. 2015: 1165).

4.	 In the experimental study on Japanese, the overall rate of shifts (to the left) with 
heavy NPs is 48.4% (Yamashita & Chang 2001: B54).

With respect to the relative order between the subject and the object in transitive sen-
tences, based on the available data (see Section 3.3), we can safely conclude that the 
magnitude of the DLM effect is smaller in Persian transitive sentences compared to other 
SOV languages so far investigated. Recall that in their well-powered production experi-
ment manipulating the length of the DO by adding a relative clause, Faghiri et al. (2018) 
did not find any effect of length on the rate of shifted orders. Yet, similar production 
studies (with comparable or even less statistical power) from Japanese and Basque find 
a clear long-before-short effect in the same configuration. The rate of shifted O-S orders 
with long DOs reached 27.5% (compared to 2.68% otherwise) in Japanese (Yamashita & 
Chang 2001: B50) and 19.7% (including both verb final and verb medial orders) contra 
8.9% in Basque (Ros et al. 2015: 1165).

We can conclude from this comparison that the effect of DLM in Persian is less strong 
than in these languages. A similar observation has been made by Gildea & Temperley 
(2010: 304) “DLM is reflected much less strongly in German than in English”.40 The 
authors mention a number of specifics of German to explain this difference. Interestingly, 
there is one shared property between Persian and German that differentiates both of them 
from the other languages they are compared with, which is very likely to be relevant here: 
the fact that they both display mixed head direction while other languages are either con-
sistently head-final or head-initial.

	39	It is important to bear in mind that in Basque (Ros et al. 2015: 1157) and Japanese (Yamashita & Chang 
2001: B49–B50) the canonical order is assumed to be S-IO-DO-V. In French, like in English, the canonical 
order of postverbal complements is NP-PP.

	40	Note that their comparison is based on overall (uncontrolled) corpus-based calculation of the dependency 
length. Using data from treebanks for each language they calculate average dependency lengths for hypo-
thetical optimized and random linearizations and compare them to the actual average dependency length.
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Ros et al. (2015: 1168) also observe that dependency distance minimization is less effec-
tive in Basque (than Japanese and Korean),41 however, they suggest that this difference is 
due to Basque’s freer word order. They assume that when word order freedom increases, 
order becomes a less reliable parsing cue. As a result the impact of constituent length on 
word order might lessen. We think, on the contrary, that when word order is a strong 
parsing cue, shifted orders, even if they minimize the dependency length, are less efficient 
to process than non-shifted orders, and, consequently, dependency length is likely to have 
a lesser impact. Accordingly, it is expected that more grammaticalized/fixed word orders 
would reflect DLM less.42 We get back to this issue in the conclusion.

6  Conclusion
In this paper, we have studied the effect of phrasal length on word order in Persian. Our 
data confirm a general long-before-short preference in line with other studies on SOV 
languages investigated so far (e.g. Basque, Korean and Japanese), contra the universal 
end-weight principle supported by availability-based models. This is important, because 
unlike previously studied OV languages, Persian is not consistently head-final and dis-
plays a mixed head direction.

We have provided solid experimental evidence for a dependency-distance-minimizing 
effect in Persian that previous corpus and experimental studies failed to detect (Faghiri & 
Samvelian 2014; Faghiri et al. 2014; 2018). Importantly, we have shown that Temperley’s 
measure of dependency distance, DLM, based on Gibson’s DLT (see Temperley 2007 and 
subsequent work) yields more accurate predictions than Hawkins’s EIC/MiD (1994; 2004).

Furthermore, we have shown that there is also enough empirical evidence to maintain 
the conceptual accessibility hypothesis (Yamashita & Chang 2001), because we observe 
length-based effects that can hardly receive a dependency-length minimizing explana-
tion, while they can be accounted for in terms of informativity and hence conform to the 
conceptual accessibility hypothesis. These findings imply that to explain word order pref-
erences in Persian, and possibly in other languages, we need to take into account both a 
parsing-oriented account in terms of dependency distance minimization and a production-
oriented account in terms of the conceptual accessibility hypothesis.

Finally, we have pointed out the fact that while dependency distance minimization is 
relevant for Persian, it is reflected less strongly in this language compared to other lan-
guages for which comparable data is available. In particular, in transitive sentences no 
dependency-distance-minimizing effect has been detected so far, which contrasts with 
what is reported for other studied SOV languages.

This is intriguing because Persian is considered an SOV flexible language, and, impor-
tantly, allows for different constituents to be placed in the postverbal domain. These 
findings may entail that the SOV order is more grammaticalized in Persian (than in these 
other languages) and thus constitutes a stronger parsing cue in this language.43 In addi-
tion, differential object marking may also favor the reliance of parsing on word order, 
given the strong bias of rā-marked DOs towards a specific linear position (i.e. the NP-PP-V 
order), compared to non-rā-marked DOs, that display more variation.

	41	Their comparison with Korean is based on data from a similar production experiment by Dennison (2008) 
which only included transitive sentences.

	42	Note that this observation does not contradict the fact that word orders that comply with DLM are likely to 
become grammaticalized in a given language – for instance, one can argue that the postposition of subordi-
nate clauses in Persian mentioned earlier (see Section 2.2 page 9) presents such a case.

	43	Importantly, for Basque as well, Ros et al. (2015: 1168) observe that distance minimization is less effective 
in transitive sentences where they argue that the SOV order seems to be grammaticalized.
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Another difference between Persian and other investigated SOV languages is its “aber-
rant” properties with respect to word order typological universals, namely the fact that it 
displays also head-initial structures. Crucially, clausal verbal complements always occur 
post-verbally and a relative clause that modifies a preverbal constituent can be placed 
after the verb. Consequently, there is also enough evidence for a short-before-long pref-
erence in the postverbal domain that also shows a solid tendency for leftward ordering 
of heavy constituents. It could be the case that distance minimization is stronger in the 
postverbal domain that in the preverbal domain in Persian.

More experiments are required to test these assumptions and to pin down the respec-
tive contribution of different parsing cues. Also, crosslinguistic studies involving similar 
languages will certainly be promising in order to investigate the respective role of these 
parsing cue in relation to language specific typological properties.
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