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ABSTRACT
Phonologization is often understood to be a process along the pathway of sound 
change where low-level physiological or perceptual variation that gives rise to sound 
patterns is explicitly encoded in the grammar. The nature of this transition and how 
it comes about remain largely unclear. The broad theoretical goal of this paper is to 
argue that phonologization should be defined at the level of the individual; it takes 
place whenever an individual acquires a so-called “phonetic precursor” as an intended, 
and controlled, pattern in the language, even if the pattern exhibits gradient properties. 
To illustrate this perspective, a case study on the nature of individual variation in vowel 
duration as a function of vowel height in Cantonese is presented, offering evidence that 
some Cantonese speakers have phonologized the height-dependent vowel duration 
effect and discussing the implications of this result for understanding intrinsic vowel 
duration as a phonetic precursor to sound change. The article closes with a discussion 
regarding the current proposal in relation to past models of phonologization and offers 
suggestions for future directions in phonologization research.
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1 INTRODUCTION
Phonologization is often understood to be a process along the pathway of sound change 
where low-level physiological or perceptual variation that gives rise to sound patterns is 
explicitly encoded in the grammar. The notion of phonologization, while often seen as a central 
component of any theory of sound change, is also one of the most contested. The interpretation 
of the term can differ widely depending on one’s assumptions about the division (or the lack 
thereof) between phonetics and phonology, and the conception of sound change in general. 
Nonetheless, all approaches to phonologization are inspired by the strong parallels between 
synchronic phonetic variations and diachronic sound changes. The nature of this parallelism 
and how it is related to phonologization remain a matter of debate, however. Specifically, what 
is the nature of this transition and how it comes about remain largely unclear.

Cue reweighting approaches to sound change, for example, assume that intrinsic phonetic 
variation must be “exaggerated” to become phonologized. In his seminal study on 
phonologization, Hyman (1976) explained the emergence of allophonic pitch variation as a 
result of the phonologization of consonantal perturbation of pitch on the neighboring vowel, 
as a result of the physiological contingencies for producing obstruent voicing. In particular, the 
pitch perturbation is said to be exaggerated to such an extent that the pitch variation cannot 
be attributed entirely to the physiological properties of the preceding consonant’s voicing and 
must be included as part of the phonology of the language (e.g., *pa > pá and *ba > bà; á is a 
vowel with high tone, while à is a vowel with low tone). This notion of the “exaggeration” of 
an intrinsic phonetic precursor has remained under-articulated, however (cf. Hamann 2009; 
Ramsammy 2015; 2018; see also discussion below). In particular, if the phonetic preconditions 
for change are always present, as they are attributed to universal phonetic principles, what 
accounts for the sudden exaggeration of the phonetic precursor?

Other approaches emphasize the effects perceptual parsing has on sound change (Blevins 2004; 
Beddor 2009; Ohala 1981; 1983; 1989; 1992; 1993; 1995). That is, the ambiguous nature of the 
speech signal, which presumably stems from articulatory, acoustic, auditory, and perceptual 
constraints inherent to the vocal tract along with the auditory and perceptual apparatus, is 
seen as the main culprit behind the emergence of new sound patterns. For example, in the case 
of the development of contrastive nasal vowels from vowel+nasal sequences (VN > Ṽ), a sound 
change frequently attested in the world’s languages, listeners must discern the provenance of 
nasalization present on the vowel. Theorists within this tradition often assume that listeners 
regularly factor out (i.e. perceptually compensate for) the presence of vowel nasalization as 
an artifact of anticipatory coarticulation. However, occasionally, the listeners might interpret 
the presence of nasalization as a part of the intended speech signal, which can lead to a mini-
sound change. The listeners might also analyze nasal “prosodically” and assume a perceptual 
equivalence between the nasality of the vowel and the nasality of the nasal consonant (Beddor 
2009). From this perspective, phonologization “involves a stage of coarticulatory variation in 
which the duration of the coarticulatory source and the temporal extent of its influence on 
nearby segments are inversely related (Beddor 2009: 813).”1 The misperception/reanalysis-
driven approaches to sound change, to the extent it is discussed explicitly, often see the 
stabilization of a phonetic precursor into a sound pattern as the result of the accumulation of 
experience. Ohala, for example, saw the emergence of novel variants as lexically gradual. That 
is, phonologization happens as a result of misperception or reanalysis one word at a time. It is 
through the accumulation of such misperceived or reanalyzed tokens that systemic shifts are 
realized (see Bermúdez-Otero 2015 for an explicit discussion regarding a token-accumulation 
account for the emergence of vowel backing). As systematic changes are unlikely to arise from 
haphazard perceptual mistakes, children and L2 learners are seen as the drivers behind listener 
misperception-derived sound changes (Ohala 1993). They are not presumed to have strong 

1	 Beddor (2009) couched the so-called “coarticulatory path to sound change” in terms of speaker-listener 
assigning different perceptual weighting to acoustic-auditory properties that map to that representation. 
However, unlike the cue weighting approach to sound change reviewed above, the perceptual equivalence 
pathway to phonologization is not simply a matter of up- or down-weighting a cue’s role in perception, as in the 
case of the development of allotony out of f0-perturbation due to stop voicing (Kirby 2010), but about how the 
temporal organization of cues is analyzed and understood by the speaker-listener. That is, at the stage when 
nasality is phonologized on the vowel in a VN sequence, the temporal span of nasality is no longer understood 
to be associated solely with the nasal stop, but is reanalyzed as encompassing a domain that encompasses two 
segments; nasality is analyzed prosodically or as an “autosegment” in Autosegmental Phonology (Goldsmith 1990).
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preconceptions about the language in the first place. However, as noted by various scholars 
(e.g., Yu 2007; Stevens & Harrington 2014), novel variants arisen from children and L2 learners 
are unlikely to lead to sound change at the community level because native listeners would 
likely identify “innovations” from such inexperienced speakers as errors and discount them 
accordingly.2

Similar to the listener-misperception approach to sound change, the speaker-oriented 
approach to sound change also assumes that phonologization is achieved at the lexical level. 
Lindblom (1990), for example, argues that speakers adaptively tune their performance along 
the H(yper)-H(ypo) continuum according to their estimates of the needs of the listener in that 
particular situation. While speakers and listeners dynamically adjust their production and 
perception to the communicative demands of the situation, sound change may occur when 
intelligibility demands are redundantly met or when the listeners focus their attention on the 
“how” (signal-dependent) mode of listening rather than on the “what” (signal-independent) 
mode of listening (Lindblom et al. 1995). New phonetic variants are accumulated during the 
‘how’ mode of listening to the reservoir of perceptual memories and can serve as production 
models in future occasions. Like the listener misperception approach, systemic shifts require 
the accumulation of new variants. While Lindblom’s speaker-oriented approach to sound 
change allows for the existence of listener misperception and reanalysis as a source of new 
variant acquisition, the main source of variation comes from the functional adaptive nature 
of speech communication, which gives rise to hyper- and hypo-articulation in speech. While 
the accumulation of perceptual mistakes or new perceptual variants cannot be ruled out, it 
remains a question how chance encounters with novel variants (mistakes or otherwise) can 
lead to systematic shifts that pervade the whole lexicon (i.e., the problem of implementation, 
see Bermúdez-Otero 2007). A stable and consistent source of novel variants must exist in order 
to sustain the introduction of a stable new variant from the listener-speaker perspective.

The goal of this paper is to offer a conception of phonologization from a perspective of sound 
change that puts the individual as the central locus of “change.” Specifically, phonologization, 
as it is understood in this study, occurs whenever a speaker acquires a cognitively controlled 
sound pattern as the consequence of “permanent replication errors during grammar acquisition 
and grammar updating” (Bermúdez-Otero 2015: 12). This conception of phonologization offers 
a better framework for addressing the problems of precursor exaggeration and implementation 
mentioned above. The next section (Section 2) discusses what it means to conceptualize 
phonologization as an individual-level phenomenon. Section 3 illustrates this approach to 
phonologization with a case study of individual variation in vowel duration as a function of vowel 
height in Cantonese, arguing that a subset of Cantonese speakers have phonologized height-
dependent vowel duration variation. This section is followed by a more general discussion in 
Section 4 regarding the proposed reconception in relation to past models of phonologization as 
well as ideas for future directions in phonologization research.

2 PHONOLOGIZATION FROM AN INDIVIDUAL-DIFFERENCE 
PERSPECTIVE
The conception of phonologization, as it is proposed here, presupposes a model of sound 
change that sees language change as a reflection of a difference between the grammars of 
individuals. That is, sound “change” is evident when one grammar, G1, manifests a sound or 
feature as i, while G2, a “descendant” of G1,

3 manifests the corresponding sound/feature of 
i as j in corresponding positions in corresponding lexical items (Hale 2007; Hale et al. 2015).4 
Phonologization within such a framework thus refers to an erstwhile phonetic precursor being 

2	 It is worth noting that the idea that L2 speakers may induce sound change is not completely untenable. 
As Thomason & Kaufman (1988) pointed out, language shift can happen as a result of interference. That is, 
foreign elements may enter the language via L2 speakers who are treated by the L1 speakers as if they were L1 
speakers. However, it is unclear whether such contact-induced changes should be conceptualized the same way 
as “endogenous” changes (i.e., language-internal sound shifts).

3	 The notion of “descendant” is to be understood in very general terms. That is, if G2 is acquired or updated 
based on the outputs of G1, G2 is a “descendant” of G1.

4	 The notion of grammar is broadly construed here. Crucial for the model of phonologization below, any 
cognitively controlled patterns, gradient or otherwise, are assumed to be part of an individual’s phonological 
knowledge and may thus undego “change”.
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acquired by a learner as an intended sound pattern under the cognitive control of the speaker. 
This type of “permanent replication errors” (Bermúdez-Otero 2015: 12) can happen during the 
process of child language acquisition, but it can also happen whenever grammar updating 
happens. The different phonologization outcomes often go unnoticed until there emerges a 
variation that is large enough to generate different descriptions in the coarse coinage of our 
shared language.5

That individual variation exists in speech perception and production is a banal enough fact. 
Individual variability in speech production, for example, may come from differences in vocal tract 
physiology, particularly related to the nature of sexual dimorphism of the vocal tract (Vorperian 
et al. 2011), vocal tract size and shape (Peterson & Barney 1952), and/or behavioral/etiological 
factors (Sachs et al. 1973; Ohala 1994). But not all individual variability can be attributed to 
such physiological or non-linguistic factors. By locating phonologization at the individual level, 
the question of phonologization becomes a question about why certain individuals end up 
exhibiting unique perceptual and production strategies relative to other speakers within the 
communities of practice with whom they interact with (i.e., the proverbial “perturbation” to 
the community grammar; MacKenzie 2019), and how they may serve as innovators, though 
not necessarily as leaders, who can sustain the introduction of stable new phonetic variants in 
the community. Answers might reside in input biases, which stem from differences in personal 
experiences across speakers, or intake biases, which originate in variability across individuals in 
how they process the speech signals, perhaps as a result of differences in cognitive processing 
style (see Dediu & Moisik 2019 and MacKenzie 2019 for other potential sources of individual 
variability mentioned in this volume).

Consider, for example, the cue reweighting path of sound change discussed above. The type 
of trading relationship between the disappearance of a voicing difference and the emergence 
of an f0 difference finds support in studies examining the malleability and variability of cue 
weighting. Francis et al. (2008), for example, showed that perceptual training can prompt 
listeners to adjust the reliance of one cue over another in their classification of speech sounds. 
From the production point of view, phonetic imitation studies (e.g., Babel 2012; Nielsen 2011) 
found that speakers could adjust their production patterns when exposed to production 
targets that differ from their production norms, although it is not clear if phonetic imitation 
in one phonetic dimension can lead to adjustment in another dimension. Crucial from an 
individual-difference perspective are recent studies, including investigations regarding the 
relationship between VOT and f0 in stop voicing perception and production, which documented 
extensive individual variation in cue weighting for a variety of cues (e.g., Hazan & Rosen 1991; 
Escudero & Boersma 2004; Idemaru et al. 2012; Shultz et al. 2012; Schertz et al. 2015; Kong 
& Edwards 2016; Kapnoula et al. 2017; Clayards 2018a) and such variable cue weight settings 
across individuals are stable over time (Idemaru et al. 2012; Schertz et al. 2015). These findings 
suggest that the so-called “exaggeration” of phonetic precursor is a preexisting condition, as 
it were. That is, from the perspective of the individual who relies more on f0 than VOT, it does 
not make sense to speak of “exaggeration” per se since that individual’s cue weight setting, for 
all intents and purposes, has always been set that way. No change has taken place within this 
individual, modulo the regular grammar updates from daily experiences. That is, this person’s 
perceptual and production grammars might very well have always given f0 more perceptual and 
production weights than other members of her speech community. An independent observer 
might discern the existence of a “change” when this individual’s perceptual and production 
grammars (i.e., weight settings) are compared to those of her peers. To be sure, there remains a 
question of why this person has the cue weights set so differently than others. As noted earlier, 
one possible explanation might stem from individual differences in past experience (e.g., 
Schertz et al. 2015; Lev-Ari & Peperkamp 2016). But of particular interest here are recent reports 
that such individual variability in cue weighting may stem from individual-specific cognitive 
traits (Clayards 2018a; Kong & Edwards 2016; Kapnoula et al. 2017). For example, individuals 

5	 There are some reports of sound change over the course of an individual’s life span (Harrington et al. 2000; 
Harrington 2006; Sankoff & Blondeau 2007), but as noted in Joseph (2011), it is generally difficult to know if 
the observed fluctuations are changes in an individual’s performance in a very circumscribed and controlled set 
of circumstances or perhaps even changes in one’s perception of how one could or should speak in a certain 
context, since the analyst generally does not have access to information about how an individual speaks in all 
other contexts. If the individual’s linguistic competence already encompasses a wide range of ways of speaking, 
including those observed over the person’s life time, the observed changes over the life span should not be taken 
as evidence of sound change per se.
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who are more gradient in categorizing a continuum of acoustic signals are more likely to utilize 
secondary cues in speech perception (e.g., Kong & Edwards 2016; Kapnoula et al. 2017; Ou et al. 
In press), which might in turn be related to individual difference in cue processing strategy (Ou 
et al. In press). Variation in categorization gradience of speech might also stem from individual 
variation in speech signal processing at the neuro-level (Ou & Yu 2019; Ou & Yu Under review). 
Individual variation in executive functions has also been implicated in individual variation in cue 
reliance (Kong & Edwards 2016; Kong & Lee 2017).

A similar method can be taken within the listener misperception/reanalysis approach to sound 
change. Recall that this approach focuses on the ambiguous nature of the speech signal, 
which gives rise to opportunities for listeners to parse the signal in ways that differ from their 
interlocutor’s. Advocates of this approach often assume that listeners are generally good at 
factoring out (i.e., perceptually compensating for) the source of variation during processing 
(e.g., the presence of vowel nasalization is seen as an artifact of anticipatory coarticulation 
from a following nasal or the lowered spectral frequencies of a sibilant is attributed to the 
presence of a following rounded vowel, etc.). But occasional misparsing might lead to the 
creation of novel variants. The perspective taken in this work would recast this scenario 
from an individual-difference perspective. As recent studies have shown, listeners react 
to coarticulatory information in the signal in diverse ways (e.g., Repp 1981; Beddor 2009; 
Yu & Lee 2014; Zellou 2017; Beddor et al. 2018; Yu 2019). Some individuals would indeed 
exhibit behaviors that suggest perceptual compensation for coarticulation, while others 
would exhibit more veridical perception and not take into account the presence of a potential 
coarticulatory source. Still others exhibit behaviors that are in between the two extremes. 
Such individual variation has been found to be consistent, albeit only moderately, across 
tasks (Yu & Lee 2014). Of particular interest here are recent reports that found variation in 
perceptual strategies for dealing with coarticulatory information (Yu 2010) as well as that the 
corresponding production of coarticulated speech (Yu 2016) may be related to differences in 
cognitive processing styles.

These findings thus not only lend support to an individual-specific conception of phonologization, 
but also to the importance of integrating individual-difference methodologies into sound change 
research. To be sure, there is still much to be learned about the origins of individual variation 
in intake biases and how they shape the acquisition and updating of individual phonological 
knowledge. However, without a proper framework for understanding phonolologization from 
an individual-difference perspective, certain questions might remain difficult to address. 
For example, how do gradient sound patterns acquire categorical characteristics? As noted 
earlier, recent research has identified significant individual variability in speech categorization. 
That is, for a given speech signal, some individuals are more inclined to classify the signal as 
part of one category and not another, while others might map the signal with less certainty, 
preferring instead to treat the signal more veridically. Are individuals who classify speech more 
categorically and with more certainty more likely to develop categorical patterns, and are more 
gradient categorizers more likely to retain the gradient characteristics of a sound pattern? 
These questions are difficult to conceptualize and address within a population-average model 
of phonologization, or, indeed, cognition in general.

From the present perspective then, the traditional appeal to channel biases (i.e. the type of 
articulatory, acoustic, auditory an perceptual constraints inherent to the vocal tract, along 
with the auditory and perceptual apparatus as alluded to above) is, perhaps paradoxically, 
not the emphasis here, as such biases are presumably always present and not unique to any 
particular individual.6 To be sure, identifying channel biases remains an important pursuit as 
such biases are the bases of variability in the speech signal. But as an explanation of sound 
change, and of phonologization in particular, the presence of channel biases is necessary, 
but not sufficient. One must be able to identify the individuals who treat channel biases 
not as noise, but as linguistically relevant information intended by the speaker, in order to 

6	 This presupposition is itself an idealization, to be sure, since small anatomical differences across individuals 
may result in different articulatory strategies that can affect the acoustic output (see review, e.g., in Dediu et 
al. 2017) and influence sound change (e.g., Baker et al. 2011; Dediu & Moisik 2019; Smith et al. 2019). Thus, the 
point here is not to deny the possible influence of individual differences in channel bias on sound change, but 
to steer the discussion away from population-level thinking that underlies earlier work on the effects of channel 
bias on sound change.
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advance the discussion. Specifically, an individual who acquired a phonetic variation as 
cognitively-controlled is an individual who has phonologized that sound pattern. Rather than 
conceptualizing the difference between intrinsic/automatic vs. controlled phonetic variations 
as a difference between language communities or two historical stages of a language, it is 
more fruitful to consider how individuals within the same community might vary in how much 
control they have over a phonetic variation. This conception of phonologization allows us to 
see the problems of precursor exaggeration and implementation in a completely different 
light. The cue-reweighting path to sound change does not begin with a stage where individuals 
within a given speech community exhibit intrinsic phonetic variation at time k transitioning to 
a stage where individuals within the same community exaggerate the precursor at some later 
point, k+n, in time. Rather, the individual-difference conception of phonologization contends 
that, at any given point in time, the potentiality of someone acquiring a phonetic variation 
as a speaker-controlled pattern exists, provided that the pattern supported by the phonetic 
variation is learnable. The “precursor exaggeration problem” becomes a question about the 
nature of grammar acquisition.

The individual-difference perspective of phonologization also deemphasizes the reliance of 
occasional accumulation of deviant exemplars as a way to actuate systematic change. For a 
given phonetic variation in the signal (i.e., the precursor), if an individual acquires it as controlled 
variation, thus part of the individual’s grammatical system, all forms that satisfy the condition 
of the process would be subjected to the same alternation. For example, if an individual 
learns to weigh the f0 cue as more important than the VOT cue, under the assumption of the 
uniformity constraint (Chodroff & Wilson 2017; 2018; Chodroff et al. 2019), all stops in the 
corresponding context should receive similar weighting. If nasality in VN sequences is analyzed 
by the individual as prosodic, then the same analysis should apply to VN sequences found in 
any lexical items.

To summarize the discussion thus far, an individual-difference approach to phonologization 
has the following characteristics:

•	 The proposal

–– The phonologization of phonetic precursor X occurs when an individual internalizes 
the precursor as a cognitive-controlled pattern, X′.

•	 Corollaries

–– Understanding phonologization requires understanding if someone has internalized a 
variation as a controlled pattern or not.

	 *	 What are the best methods for uncovering controlled phonetic variation?

–– Whenever a phonetic variation X exhibits individual variability, one should investigate 
how members of the community internalize X; some might internalize X as part of the 
phonological grammar while others might not.

	 *	� What factors contribute to individuals internalizing X differently? Past linguistic 
experiences? Intrinsic neuro-/cognitive differences?

	 *	� What is the distribution of the individuals who have phonologized X? Are they in the 
majority? How are they situated within the social semiotic landscape (Eckert 2019)?

–– Stable implementation of a phonologized pattern stems from the fact that the 
pattern is part of the grammar of the innovating individual.

Before expanding further on the implications of this perspective on phonologization, the next 
section offers an illustration on how one might approach a case of individual variability in 
phonetic variation from the perspective laid out thus far.

3 CONCEPTUALIZING INDIVIDUAL VARIABILITY IN INTRINSIC 
VOWEL DURATION
The phonetic variation under consideration is the so-called intrinsic vowel duration (IVD), 
which refers to the positive association between vowel height and duration. IVD has been 
observed across a wide variety of the world’s languages, such as Catalan (Solé & Ohala 
2010), English (Heffner 1937; House & Fairbanks 1953; Peterson & Lehiste 1960; Scharf 1962; 
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Solé & Ohala 2010; Toivonen et al. 2015), German (Fischer-Jorgensen 1940; Maack 1949), 
Japanese (Solé & Ohala 2010), Inari Sammi (Äimä 1918; Stone 2014), Swedish (Toivonen 
et al. 2015), Thai (Abramson 1962), and Spanish (Navarro Tomás 1916), yet investigations 
into the question of individual variation have been scarce (though see Solé & Ohala 2010; 
Yu et al. 2014).

The explanation for this positive correlation has been a matter of debate. Some scholars 
have argued for a biomechanical interpretation, suggesting that the motor commands for 
timing might be the same across vowels, but certain vowels would take longer to produce 
because of the extra time it takes for the jaw to open (e.g., Fischer-Jorgensen 1964; Lindblom 
1967). However, duration differences persisted even in experiments where the jaw position 
was fixed (Nooteboom & Slis 1970; Smith 1987). Other studies have suggested that the 
durational differences might be phonologized. Lisker (1974), for example, pointed out that 
the often long steady-state formant structures of low vowels are inconsistent with the idea 
that low vowels are longer because of the time it takes the jaw to move, as one might expect 
the onset and offset formant movements toward low vowels to be longer than the steady-
sate portion. Tauberer & Evanini (2009) found that duration does not increase as vowels are 
lowered in language change. Solé & Ohala (2010) examined the effects of speaking rates 
on vowel duration in Japanese, Catalan, and English, and found that duration differences 
expand with slower speaking rates among vowels of different heights in Catalan and English 
and between long and short vowels in Japanese, but the duration differences remained 
constant between vowels of different heights in Japanese. They interpreted the results as 
supporting the conclusion that the correlation between vowel duration and vowel height in 
Catalan and English is controlled, and the Japanese pattern of IVD is due to biomechanical 
reasons (see below for more discussion). More recently, Toivonen et al. (2015) examined the 
between- and within-vowel category variation in duration in English and Swedish and found 
that high vowels are indeed shorter than low vowels, but higher instances of the vowel [i] 
are not shorter than lower instances of [i], suggesting that a purely biomechanical account 
of IVD is untenable.

From the perspective of sound change, IVD is intriguing as there are few reported cases of 
sound patterns that are claimed to be reflexes of such phonetic variation. One such example 
is found in Dutch, where original long /i, y, u/ have phonologized as short /i, y, u/ and have 
merged in their quantity with /i, y/ (Gussenhoven 2004). By focusing on how IVD might vary 
across individuals, it might shed light on how pervasive and robust this variation is within and 
across individuals within a speech community, which in turn might offer information regarding 
the likelihood of IVD propagating as a sound change across a community. In what follows, 
we examined individual variability in the production of vowel duration as a function of vowel 
height in Hong Kong Cantonese. We then interpreted the findings from the perspective of 
phonologization as advocated above.

3.1 MATERIALS

The recordings analyzed in this study were originally obtained as part of a larger study of 
Cantonese phonetics and phonology. Our analysis focused on syllables with high and mid 
vowels only. In particular, eight target words were targeted: [sy˥] ‘book’, [sy⇃] ‘potato’, [so˥] 
‘comb’, [so⇃] ‘silly’, [si˥] ‘poem’, [si⇃] ‘time’, [se˥] ‘a little bit’, [se⇃] ‘snake’. The syllable with /a/ 
was not included in this analysis because the syllable /sa55/ does not have a T21 counterpart. 
Cantonese has a six-way tonal contrast: high level [˥], mid-rising [], mid-level [˧], low falling 
[⇃], low-rising [], and low-level [˨]. The high level [˥] is in free variation with a high falling [] 
tone. The low falling [⇃] is often realized and transcribed as [˩]. For ease of reference, [˥] will be 
referred subsequently as T55 and [⇃] as T21.

3.2 PARTICIPANTS

Ninety-five native speakers of Hong Kong Cantonese (twenty-eight males; median age 19, with 
age ranges from 17 to 26) with no reported history of speech, language, or hearing problems 
were recorded in Hong Kong in a quiet room as part of a larger study of Cantonese phonetics 
and phonology. All were undergraduates at a university in Hong Kong. Each subject received a 
nominal fee or course credit for participating in the study.
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3.3 PROCEDURE

Each participant was digitally recorded in a quiet room individually at a sampling rate of 
44,100 Hz reading three blocks of the target stimuli, presented in one of two pseudo-randomized 
lists of target words in the carrier sentence, [ŋɔtʊk⌝˨] __ [pei nei theŋ˥] ‘I read __ for you to 
hear.’ A total of twenty-four target stimuli were analyzed for each participant. The stimuli were 
presented in traditional Chinese characters. All subjects also completed an online survey that 
included questions regarding the subjects’ personal demographics and personality traits.

3.4 ANALYSIS

Vowel duration was modeled using linear mixed-effects regression fitted in R, using the lmer() 
function from the lme4 package (Bates et al. 2011). Vowel duration that are 2.5 standard 
deviations from the mean were not included in the analysis, which amounted to less than 
1.4% data loss.

The regression model tested for the effects of trial order (Trial; 1–44), vowel Height ([i y] vs. 
[e o]), and Tone (T55 vs. T21). Both Height and Tone were sum-coded. Trial order was centered 
and z-scored. While the focus of this case study is on the effect of vowel height on duration, 
Tone is included to control for potential variation in duration as a function of Tone (e.g., 
Gandour 1977; Kong 1987). The model also included by-subject random intercepts to allow 
for subject-specific variation in vowel duration. Given that the inclusion of by-subject random 
slopes for Height and Tone significantly improves model likelihood, both independently and 
together, they were included in the final model to allow for by-subject variability in the effects 
of vowel height as well as tones on the vowel duration. Models with by-subject random slopes 
for the interaction between Height and Tone did not converge and were therefore not included 
in the final analysis. The model formula in lme4 style for vowel duration is Duration ∼~ Trial + 
Height * Tone + (1 + Height + Tone |Subject).

The residuals of the initial fit were examined and found to deviate strongly from normality. As 
a result, residuals that were more than 2.5 standard deviations from the mean were trimmed, 
which amounted to no more than 2.5% of the data, and the model was refitted to the trimmed 
data set. The new model had a residual distribution much closer to normality, and it is the 
refitted models that are reported below.

3.5 GROUP-LEVEL ANALYSIS

Table 1 summarizes the regression model for vowel duration. Figure 1 shows the average vowel 
duration in syllables with different vowels and tones. Qualitatively, high vowels are shorter 
than mid vowels and there is no obvious tonal difference in duration except when the vowel 
is /o/. The regression model confirmed these observations. There is a significant difference in 
vowel duration between high and mid vowels (β = –11.97, t = –19.64, p < 0.001) such that the 
high vowels are shorter than the mid ones. There was also a significant effect of Trial (β = –5.22, 
t = –10.26, p < 0.001), suggesting that speakers generally spoke faster as the experiment 
progressed.

While Tone is not a significant predictor of vowel duration, there is a significant interaction between 
Height and Tone. That is, the effect of tone on vowel duration is modulated by Height (Height:Tone: 
β = 1.57, t = 3.11, p < 0.002) such that the tone-based difference in vowel duration is only found 
among the mid vowels. Since this discussion focuses on the interaction between vowel height 
and duration, the tonal effects on vowel duration will not be discussed further below.

COEF (SE) T-VALUE

Intercept 217.16 (4.20) 51.65 ***

Trial –5.22 (0.51) –10.26 ***

Height –11.97 (0.61) –19.65 ***

Tone –1.12 (0.65) –1.73

Height:Tone 1.57 (0.50) 3.11 **

Table 1 Regression model 
results for vowel duration.  
* = p < 0.05, ** = p < 0.01,  
*** = p < 0.001. The p-values 
were obtained using normal 
approximation, which 
assumes that the t distribution 
converges to the z distribution 
as degrees of freedom increase 
(see Mirman 2014 for details).
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3.6 INDIVIDUAL-LEVEL ANALYSIS

The group-level analysis shows that this cohort of Cantonese speakers exhibited vowel duration 
differences based on vowel height. The higher the vowel, the shorter the duration. The fact that 
the inclusion of by-subject random slopes for Vowel independently and significantly improves 
model-likelihood, suggests that there is marked individual variability in the magnitude of the 
effects of vowel height. Figure 2 shows the nature of individual variation in vowel duration. 
Individuals with error bars above and below zero can be interpreted as having duration 
differences that are significantly different from the group mean. To illustrate this variation 
further, the left panel of Figure 3 features three individuals (participants 42, 73, 80) who have 
random slope values for Height that are above zero, suggesting a reduced or null IVD effect. The 
right panel of the same figure features individuals whose random slopes for Height are below 
zero (participants 10, 36, 50), suggesting a great vowel duration difference across vowel heights.

Figure 2 “Caterpillar plots” for 
the conditional modes of the 
by-subject random intercept 
and the by-subject random 
slopes for Height for vowel 
duration across 95 participants. 
The participants are ordered by 
the conditional modes of the 
by-subject intercepts.

Figure 1 Average vowel 
duration for sV syllables with 
different vowels and tones. 
The error bars indicate 95% 
confidence intervals.

Figure 3 Vowel duration across 
vowel heights for subjects 42, 
73, 80 (random slopes above 
zero) and subjects 10, 36, 50 
(random slopes below zero). 
Duration values are z-scored 
relative to the individual 
mean and standard deviation. 
Error bars present the 95% 
confidence intervals.

https://doi.org/10.5334/gjgl.661
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The fact that individuals vary in the way vowel height affects vowel duration suggests that 
the effect is unlikely to be biomechanical in origin, at least not entirely, for if the variability 
was due to purely biomechanical reasons, all participants should exhibit similar patterns. One 
potential source of the observed individual differences might have to do with some speakers 
internalizing the vowel duration differences as a controlled phonetic variation, while others 
have not. The controlled nature of IVD can be further ascertained by examining how IVD might 
vary according to global duration conditions.

In a series of studies (Solé 1995; 2007; Solé & Ohala 2010), Maria-Josep Solé proposes that 
the controlled nature of a phonetic variation can be diagnosed by considering how a phonetic 
pattern is manifested across different speaking rates or stress conditions. In her investigation 
of stop voicing contrasts in English and Catalan, for example, Solé (2007) argues that voice 
onset time (VOT) is a language-specific property of English used to signal voicing contrasts 
as evidenced by the fact that English speakers adjust their VOT as a function of speaking rate 
variation. The short positive VOT values found in Catalan, on the other hand, do not change 
as a function of speaking rate variation and were seen as reflecting the aerodynamic link 
between the stop release and voicing, and thus not a controlled phonetic cue. More recently, 
Chodroff and colleagues (Chodroff & Wilson 2017; 2018; Chodroff et al. 2019) investigated the 
positive VOT for six word-initial stops in English and found that, while mean VOT for each stop 
differed considerably across talkers, there was a strong linear relation among the means across 
places of articulation, suggesting the presence of a uniformity constraint on the talker-specific 
realization of a phonetic property, such as glottal spreading.

Concerning intrinsic vowel duration, Solé & Ohala (2010) suggest that if height-dependent 
duration differences were controlled, such differences would be expanded if speakers aim to 
maintain a relatively constant perceptual difference across speaking rates. Unlike the treatment 
of VOT discussed above, Solé & Ohala (2010) proposed, though without argument, that one 
might expect a constant vowel duration difference between slow and fast speech rates or a 
slightly smaller difference in faster rates if vowel duration differences were due to biomechanical 
factors. It is worth noting that if low vowels were longer because of the time it takes the jaw to 
move, one might expect vowel duration difference would also reduce or evaporate in a slower 
speaking rate (cf. Lisker 1974). Solé & Ohala (2010) found that the controlled vowel duration 
hypothesis is borne out in Japanese, where the phonemic vowel length difference in Japanese 
interacts with speaking rate in a way that the duration difference between long and short 
vowels is larger at slower rates than in faster rates. The difference in duration between high, 
mid, and low vowels within the same vowel length category remain stable across different 
speaking rates. They conclude that the short-long difference in Japanese is under control of the 
speaker, but the vowel height differences reflect a mechanical effect. Similar effects of duration 
ratio maintenance were observed in the case of English vowel height and tenseness contrasts. 
That is, differences in duration across different vowel heights and tenseness are larger in slower 
speaking rates than faster ones. This situation is considerably more complicated in Catalan, 
however. In their investigation of the duration properties of Catalan /i, e, ε, a/, Solé & Ohala 
(2010) found that speakers scale up the duration differences between (mid)close, /e i/, and 
(mid) open vowels, /ε a/, at slower speaking rates, as opposed to differences between vowels 
within the same close or open category. That is, the difference between /i/ and /e/ and between 
/ε/ and /a/ appear to be stable across speaking rates. They conclude that Catalan speakers are 
manipulating duration differences to cue high vs. low vowels, but did not offer an explanation 
in terms of why the duration difference within the open and close categories shows a stable 
duration difference.

The predictions regarding the relationship between speaking rate and IVD can be summarized 
as follows:

•	 If intrinsic vowel duration were biomechanical in origin…

–– Vowel duration difference should stay roughly constant across speaking rates across 
speakers (Solé & Ohala 2010) but the difference should disappear when speaking is 
slow (Lisker 1974).

•	 If intrinsic vowel duration were controlled…

–– Vowel duration difference might expand or contract as a function of speaking rate in 
order to maintain a constant duration ratio between vowels (Solé & Ohala 2010).
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–– Vowel duration difference might remain consistent across speaking rates, but the 
vowel duration difference is talker-specific (Solé 2007; Chodroff & Wilson 2017; 2018; 
Chodroff et al. 2019).

While the present data set was not originally designed to examine the effect of speaking rates on 
IVD, the effects of speaking rates on vowel duration can nonetheless be examined by focusing on 
the interaction between Trial and Vowel. Recall that the regression model for the production data 
revealed a significant effect of Trial, indicating that the participants as a group were speaking faster 
as the task progressed from trial to trial. To explore the interaction between between speaking 
rate, as indexed by the significant trial order effect, and the effect of vowel height on vowel 
duration, individual regression models were fitted for each subject’s vowel duration values. The 
regression models were fitted using the ddply() function in the plyr package (Wickham 2012). 
To simplify the analysis, the regression models included as predictors only Trial and Height, and 
the interaction between these two factors. The model formula is Duration ~ Trial * Height. Figure 4 
illustrates the duration differences between vowel height over the course of the experiment; the 
figure only shows the twenty-nine (of the ninety-five) participants who exhibited significant Trial 
and Height effects at p < 0.05 level. Out of these twenty-nine participants, only two exhibited 
a significant interaction between Trial and Height. Subject 51 exhibits the type of duration ratio 
maintenance effect Solé & Ohala (2010) referred to (Trial x Height: β = 7.86, t = 2,52, p < 0.05). That 
is, at a slower speaking rate (earlier in the experiment), the duration difference between vowels 
of different heights is larger than at a faster speaking rate (toward the end of the experiment). 
Subject 41 exhibits the opposite effects (Trial x Height: β = –5.24, t = –2,26, p < 0.05). That is, the 
height-dependent duration difference is largest when the speaking rate is fastest. While some of 
the other subjects exhibit trends that seemed suggestive of a Trial x Height interaction (e.g., 15 
and 52 are similar to Subject 51, while 26, 23, 34, and 67 are similar to 41), those interactions 
did not reach significance, suggesting that the duration difference between high and mid vowels 
generally stays constant regardless of speaking rate. The findings from the individual-level analysis 
are echoed at the group level. That is, the inclusion of an interaction between Trial and Height did 
not improve significantly model likelihood from a model without such an interaction. Such a result 
is consistent with the idea that the height-dependent vowel duration differences did not vary 
across trials, even though the overall duration of the vowels decreased trial after trial.

Figure 4 Each panel shows the 
vowel duration patterns as a 
function of vowel height across 
trials by one subject. Panels 
are ordered by the size of the 
Height estimate, as indicated 
in the first value in the 
facet header of each panel; 
the second value indicates 
subject number. Regression 
lines indicate the effects of 
trial order on vowel duration 
across high and mid vowels. 
The ribbons present the 95% 
confidence intervals. Data 
shown here are from twenty-
nine participants who exhibit 
significant Trial and Height 
effects at the p < 0.05 level. 
Duration values were z-scored 
relative to the individual mean 
and standard deviation.



12Yu  
Glossa: a journal of 
general linguistics  
DOI: 10.5334/gjgl.661

Figure 4 suggests that, for virtually all the speakers who exhibit a Trial effect, the duration 
difference between vowels of different height is maintained, which is consistent with the 
idea that a uniformity constraint is present to keep vowels of different heights durationally 
distinct. But the way such a distinction is maintained might differ from individual to individual. 
Rather than maintaining the difference in terms of duration ratios between vowels like Subject 
51, many speakers maintain the distinction with a constant acoustic difference even when 
the baseline duration of each vowel varies across individuals, similar to the uniformity effect 
observed for VOT across stops of different places of articulation (e.g., Chodroff & Wilson 
2017). The patterns of subjects 10, 23, 26, 34, and 31 are intriguing since they suggest that 
a greater duration difference is found when speaking rate increases. Such results are in line 
with the biomechanical explanation laid out above. That is, at a slower speaking rate (i.e., at 
the beginning of the recording), the vowel duration difference is small. In particular, with the 
exception of Subject 10, high vowels are generally pronounced shorter at a faster speaking rate, 
but the duration of the mid vowels remained largely stable. Finally, as already noted above, 
the fact that individuals vary in terms of the magnitude of the vowel duration differences, with 
some individuals not showing much of a difference at all (i.e., the 46 individuals who did not 
show any Height effect), suggests that the biomechanical contingencies that are assumed to 
underlie IVD do not always give rise to detectable vowel duration differences.

Another issue related to the approach toward investigating individual variation taken here, as 
noted by one of the reviewers, is whether the individual patterns reported are genuine inherent 
properties of individuals or whether they might reflect false positives that are the results of 
sampling a noisy process. To this end, we use a holdout method of cross-validation to examine 
the extent to which the estimates for the by-subject random intercepts and slopes fluctuate 
after resampling. The cross-validation procedure was as follows: the regression model described 
above for the production data was applied to two randomly selected halves of the sample; the 
two samples were complimentary to each other. To assess how much fluctuation would result 
from resampling, correlation analyses were conducted between the by-subject random slope 
estimates based on the whole sample and those based on the two randomly selected halves. 
Figure 5, which summarizes the results of the correlation analyses, shows that estimates across 
resamplings are sufficiently similar to those obtained from the whole sample (i.e., r above 0.77 
with p < 0.001). The finding of strong correlations across resamplings is consistent with the idea 
that individual patterns reported here are genuine inherent properties of the individuals.

Related to the question of the nature of individual variation is the relative importance of 
individual-level factors and the fixed, group-level, factors. To this end, we followed Nakagawa 
& Schielzeth (2013) and Johnson (2014) and calculated the marginal R2, which describes the 
proportion of variance explained by the fixed factors alone, and the conditional R2, which 
describes the variance explained by the combination of the fixed and random factors. The 
difference between the two R2 values is the proportion of variance explained by the random 
(i.e., individual-level) factors. In the case of the regression model for the production data, for 
example, the marginal R2 is 0.066 and the conditional R2 is 0.768, suggesting that the variance 
explained by the individual-level factors is more than 10 times that of the fixed factors. To be 

Figure 5 Scatterplots showing 
random slope estimates for 
Height based on the whole 
data set and the two randomly 
selected halves of the data. All 
correlations are significant at 
the p < 0.001 level.
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sure, much of the variance is explained by cross-individual differences in the general duration 
profile. Table 2 summarizes the marginal and conditional R2 values for a series of regression 
models with varying degrees of model complexity. The first model, M0a, includes no fixed 
factors and only by-subject random intercepts. Given that the marginal R2 is zero and the 
conditional R2 is 0.638, the proportion of variance explained by the random intercepts is 63.8%. 
With the fixed factors added, the proportion of variance explained by the random intercepts 
changes slightly to 64%. Crucially, the increases in proportion of variance explained by the 
inclusion of by-subject random slopes for Tone, Height, or the combination of the two, ranges 
from 0.9% to 1.4%. Compared to the proportion of variance explained by the fixed effects, 
which hovers around 6.2%, the strength of the individual-level effect is sizable (around a 1/6 to 
almost a quarter of that of the fixed factors).

3.7 DISCUSSION

The above case study shows that, from the perspective of the group-level analysis, Cantonese 
speakers maintained a constant duration difference between high and mid vowels throughout 
the experiment, despite the increasing speaking rate across trials. This overall scenario, we argue, 
suggests that IVD in Cantonese is a controlled phonetic pattern, following similar arguments 
laid out in previous studies (Solé 2007; Chodroff & Wilson 2017; 2018; Chodroff et al. 2019). 
To be sure, this interpretation of our results might seem, at first glance, inconsistent with the 
conclusion Solé & Ohala (2010) drew in their study of Japanese, Catalan, and English, where 
they interpreted a constant duration difference between vowels of different height (regardless 
of speaking rate) as evidence for a physiological explanation. There are reasons to treat their 
conclusion with caution, however. To begin with, unlike their study, which focused on differences 
across groups of speakers, the IVD observed in our study is talker-specific. A mechanical 
explanation is unable to account for such individual variability, at least not without appealing 
to significant individual variability in vocal tract physiology. Moreover, as already reviewed 
above, a constant duration difference across speaking rates has been used as evidence for 
speaker control (Solé 2007). Thus it is unclear why such an interpretation is not suitable in the 
case of IVD. Moreover, while Solé & Ohala (2010) concluded that the magnitude of the vowel-
dependent duration difference between long and short vowels in Japanese is proportional to 
the duration of the vowels across speaking rates, they did not find significant differences in 
vowel duration ratio between fast and slow rates for certain vowel pairs in particular speakers. 
Given that their study involves only three speakers, and their general conclusion is based on a 
lack of a significant interaction between vowel height and speaking rate as supporting the null 
hypothesis, it is not clear that a constant duration ratio is the only correct diagnostic for speaker 
control. More importantly, from the individual-difference perspective advocated in this paper, 
the fact that someone like subject 51 exist (i.e. someone who maintains a constant duration 
ratio) suggests that the potential for IVD to be phonologized in this way is there. It should also 
be noted also that Cantonese has a vowel length contrast, albeit only in low vowels in closed 
syllables; there is also a difference in vowel quality (e.g., [fɐt] ‘to punish’ vs.[faːt] ‘to rise, to 
become rich’). The fact that Cantonese speakers do not employ a duration ratio maintenance 
strategy in different speaking rates might be attributed to a ceiling effect. That is, a short low 
vowel can only be expanded so much before it is in danger of being confused for a long vowel. 
To the extent that there is a uniformity constraint over duration differences across vowels 
(Wilson & Chodroff 2017), a constant duration strategy might be the preferred strategy, at 
least for some Cantonese speakers, to maintain vowel duration differences. This hypothesis 

MODEL FORMULA MR2 CR2 Δ

M0a (1|Subject) 0 63.8% 63.8%

M0b Trial + Height * Tone 5% 5% 0

M0c Trial + (1|Subject) 0.5% 64.3% 63.8%

M1 Trial + Height * Tone + (1|Subject) 6.2% 70.2% 64%

M2a Trial + Height * Tone + (1 + Tone|Subject) 6.2% 70.8% 64.6%

M2b Trial + Height * Tone + (1 + Height|Subject) 6.1% 70.5% 64.4

M3 Trial + Height * Tone + (1 + Height + Tone|Subject) 6.2% 71.1% 64.9%

Table 2 Comparisons of 
the proportions of variance 
accounted for by the marginal 
and conditional R2 values 
across models with different 
complexities.
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cannot be directly tested here since only high and mid vowels in open syllables were analyzed. 
However, it is worth noting that the participants in the study did record low vowels as well 
as syllables that were closed. A quick examination of the /sa55/ syllables did find them to be 
longer than the syllables with mid and high vowels.

Intrinsic vowel duration phonologized: The individual-level analysis reveals that Cantonese 
speakers do not necessarily share the same height-dependent duration differences. While 
some maintain a constant duration difference between vowels across speaking rates, others 
show less durational differences in slower rates, while still others show more durational 
differences in slower rates. This state of affairs, we argue, suggests that Cantonese speakers 
might have internalized duration difference between vowels differently. From the perspective of 
the phonologization approach advocated in this study, individual variation in phonologization is 
to be expected. As hypothesized earlier, individuals within a speech community might vary in 
how they process and experience similar speech inputs. In the case of IVD in Cantonese, some 
individuals have apparently internalized the duration difference as a phonological pattern and 
therefore maintain the duration difference across trials. Others appeared to have discounted 
the pattern (i.e., internalizing the vowels as having similar duration) and produced either no 
discernible systematic differences in duration between vowels or small differences attributable 
to biomechanical contingencies. The reason for such differences in production behavior is 
unclear at this point. Previous studies have found significant individual variability in perceptual 
compensation for IVD effects (Yu et al. 2014). Individual differences in IVD variation might 
stem from individual variation in perceptual responses to the speech inputs. For example, 
individuals who compensated in their perceptual responses to the production asymmetry 
might have different production patterns than individuals who do not compensate. It is worth 
noting that whether or not there is a perception-production link is not directly relevant to the 
question of phonologization at hand. From the perspective of sound change laid out above, 
IVD is phonologized by individuals who exhibit systematic and stable vowel-height dependent 
duration variation in production.

Sound change in progress? Given that there exist individuals within the Cantonese-speaking 
community who have internalized IVD as a controlled pattern (i.e., IVD has been phonologized), 
an obvious question is whether the observed height-dependent vowel duration differences 
indicate a sound change in progress in Cantonese. This question can be stated even more 
generally. That is, whenever a phonetic variation is found to be cognitively controlled by some 
individuals within a community, is the phonologized pattern a sound change in progress? 
The answer to this question depends on how “sound change in progress” is defined. For the 
individuals who have acquired the pattern as part of the sound system of his/her language, 
relative to others who have not, a “sound change” has taken place. There is no sense in 
talking about the change “progressing” at that level. From the larger community point of view, 
however, the question becomes a matter of sound change propagation. That is, the conceptual 
distinction between the phonologization of a variant within an individual and the propagation 
of a variant across individuals is key. As many scholars have noted (Ohala 1981; Milroy & Milroy 
1985; Croft 2000; Eckert 2019), the propagation question must be addressed at the social level. 
For example, how is an individual who exhibits the innovative variants embedded socially within 
the speech community? What social meaning can be associated with the innovative variant? 
The discovery of speakers who have internalized a particular phonetic variation suggests that 
the potential for the innovation to propagate exists in the community. Whether an individual’s 
“innovation” would be imitated and spread to the rest of the community would depend on 
many other contingencies (Baker et al. 2011). To be sure, as Harrington et al. (2018) recently 
noted, the conditions that give rise to sound change and those that are responsible for its 
spread throughout the community might be more “artificial” (708) than real. Yu (2013), for 
example, argues that the cognitive processing style that contributes to an individual treating 
the speech signal differently from others might also contribute to how s/he interacts with 
others in the social world. An individual-difference perspective on phonologization provides the 
necessary theoretical framework to examine such a connection.

Implication for sound change typology: The fact that IVD can be phonologized (i.e., cognitively 
controlled) raises a curious question regarding sound change typology. As noted above, there 
is a dearth of sound patterns that are seen as reflexes of IVD effects. If IVD differences can 
be phonologized, then why is the corresponding sound change not attested more often? The 
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question of underphonologization is an important one (Moreton 2008; 2010; Yu 2011), although 
a clear answer is generally hard to come by. Below we offer a few hypotheses.

To begin with, typologically speaking, languages generally do not contrast more than two 
degrees of vowel duration, despite notable exceptions (e.g., Estonian). Languages with three 
degrees of vowel height are very common; according to the World Atlas of Language Structures 
Online (Dryer & Haspelmath 2013), more than 80% of the languages surveyed (N = 564) have 
a vowel inventory of at least 5. The development of a three-way vowel length distinction 
based on vowel height would be against general typological preference for a binary vowel 
length distinction. Another variable worth considering is the fact that, out of the ninety-five 
participants examined in this study, only forty-nine exhibited a significant HEIGHT effect and 
only twenty-nine of which exhibited significant HEIGHT and TRIAL effects simultaneously. 
While we argue above that a constant duration difference strategy to maintain IVD across 
speaking rates is evidence for individual-specific phonologization of IVD, the duration difference 
might nonetheless be small enough to prevent IVD from developing into a categorical 
height-dependent vowel length contrast. The “just-noticeable-difference” (JND) for duration 
discrimination roughly equals the square root of the interval (Stevens 2000: 228). Thus, for 
an average high vowel duration of about 200 ms, a duration difference of 12 ms between 
high and mid vowels observed in this study might only be barely enough to signal a JND in 
a discrimination task. To the extent that sound categories are learned distributionally (e.g., 
Maye et al. 2002; Clayards 2008), the close distribution of duration values between vowels of 
different heights might have prevented listeners from relying on the duration cue as a primary 
cue for the vowel height distinctions (Clayards et al. 2008). To be sure, one subject (i.e., Subject 
51) did maintain IVD with a constant duration ratio strategy, suggesting that this speaker’s IVD 
might be more noticeable at slower speaking rates. Nonetheless, the fact that only one out of 
ninety-five subjects maintains IVD using a constant duration ratio strategy might explain why 
IVD does not propagate across speakers so readily.

Our findings thus suggest that, despite the fact that HEIGHT is a significant predictor of 
vowel duration at the group-level analysis, IVD might not be as pervasive a pattern within 
the community of Cantonese speakers as the group results would suggest. Thus, despite the 
extensive reporting of IVD cross-linguistically, it remains a question whether IVD is widespread 
within each language community, especially since earlier studies have generally relied on 
a much smaller sample of speakers than this study. Finally, it is worth bearing in mind that 
reports of sound change generally rely on transcription systems that are ill-equipped to account 
for subtle duration differences between sounds. Take, for example, the fact that duration is a 
significant secondary cue for the tense and lax vocalic contrast in English (e.g., Gordon et al. 
1993; Escudero & Boersma 2004), yet phonological descriptions of English regularly ignore this 
difference in the representations of tense and lax vowels. This practice of ignoring subtle duration 
cues reflects a bias that assumes, often without argument, such duration differences as reflexes 
of non-linguistic differences attributable to physiological contingencies. It is precisely this bias 
that this study is meant to address. As revealed in their study of perceptual cue weights for the 
tense/lax distinction in English, Escudero & Boersma (2004) found that some native speakers of 
Southern British English actually rely on the duration cue as the primary cue over spectral ones. 
Given that most languages around the world have not been subjected to rigorous experimental 
examination to investigate the controlled vs. automatic nature of phonetic variation, the dearth 
of reported cases of IVD-related sound change might be more apparent than real.

4 GENERAL DISCUSSION
To summarize, this paper advances an approach that reconceptualizes (or perhaps more 
aptly, spotlights) phonologization as a matter of individual differences in acquiring controlled 
phonetic knowledge. From this perspective, phonologization does not involve individuals/groups 
of individuals transitioning between stages nor does it rely on the accumulation of occasional 
deviant pronunciation variants to account for the stabilization of sound change. Rather, 
phonologization is reflected in the difference of linguistic knowledge across speakers.

The idea that the synchronic pool of phonetic variations might contain both variants coming 
from universal phonetic contingencies as well as language-specific (indeed, speaker-specific) 
phonetic variation is not new. As noted above, in his H & H theory of sound change (Lindblom 
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et al. 1995), Lindblom and colleagues posited that listeners acquire pronunciation variants that 
result from functional-communicative considerations. Such phonetic variants are assumed to 
be derived from phonetic factors related to hyper- and hypo-articulation. Blevins (2004) was 
more explicit about the role of individual variability in contributing to the plethora of variants in 
pronunciation norms. As alluded to earlier, Blevins (2004) posited three mechanisms of change: 
CHANGE, CHANCE, and CHOICE. Of interest here is the last mechanism, CHOICE. It incorporates 
Lindblom’s idea of pronunciation variants as a source of change. For example, an assimilatory 
change such as *np > mp could be an instance of CHOICE where the phonetic realization of *np 
includes both [np] and [mp]. The survival and propagation of a particular variant may stem 
from considerations beyond phonetic concerns, such as the token frequency of a variant. It is 
in relation to the CHOICE mechanism that Blevins addressed the question regarding the origins 
of phonetic variants. While she acknowledged that variants might come from universal and 
language-specific phonetics, she assumed no clear distinction between them at the earliest 
stage of sound change (pages 39–40). Both give rise to a range of surface forms in natural 
speech production.

The perspective advocated in this study differs from Blevins’ on two fronts. To begin with, it is 
important to maintain a distinction between automatic phonetic variation from the controlled 
ones, not only because they are theoretically distinct, they are also demonstrably different both 
qualitatively and quantitatively, as Solé and others have shown (see, for example, Cohn 1990; 
Solé 1992; 2007; Solé & Ohala 2010). Second, individuals who have internalized controlled 
phonetic variations provide an essential stabilizing force, an anchor as it were, in introducing 
a potentially novel variant to the speech community. Pronunciation variations that are due to 
biomechanical forces or misperceived pronunciations are likely to exhibit a much more variable 
distribution and might not allow the kind of stable social-indexical meaning association to take 
hold.7 Finally, it is important to identify the individuals who have acquired controlled variants 
from those who have not since this distinction can offer insights into such individuals’ roles 
as potential linguistic innovators in the community. For example, identifying such individuals 
can help isolate potential cognitive differences between individuals that have consequences 
for phonologization, particularly in light of recent studies that have highlighted the effects 
individual differences in cognitive processing styles have on speech and language (Stewart & 
Ota 2008; Ladd et al. 2013; Turnbull 2015; Jun & Bishop 2015; Yu 2016). Some processing style 
differences have been found to correlate with personality and social behavioral differences (Yu 
2013). These social traits could inform how such individuals interact within their social network.

As already alluded to above, the recognition of the importance of the individual in understanding 
sound change is not new. However, the interpretations regarding the significance of individual 
variation in phonetic variation may differ. The listener misperception model of sound change 
and the H & H theory of sound change, for example, both point to the listener-turn-speaker 
as the locus of change. Various studies have examined individual variability in cue weighting 
(e.g., Hazan & Rosen 1991; Escudero & Boersma 2004; Kim & Hazan 2010; Shultz et al. 2012; 
Clayards 2018b; a; Coetzee et al. 2018). Much work has also focused on individual variability 
in coarticulation and the ramifications for sound change (e.g., Mann & Repp 1980; Repp 
1981; Beddor 2009; Yu 2010; Yu & Lee 2014; Beddor 2015; Beddor et al. 2013; 2018; Mielke 
et al. 2016; Stevens & Harrington 2016; Yu 2016; 2019). Until recently, however, most of the 
earlier work on individual variability in speech perception and production has not theorized 
the significance of such variability for sound change research. In the research where such a 
connection is explicitly made (e.g., Beddor 2009; Yu 2010; Yu & Lee 2014; Beddor et al. 2013; 
Beddor 2015; Pinget 2015; Beddor et al. 2018; Mielke et al. 2016; Stevens & Harrington 2016; 
Yu 2016; Coetzee et al. 2018; Kuang & Cui 2018; Yu 2019), the authors do not always agree 
on the significance of individual variation or its connection to phonologization. Harrington and 
colleagues have investigated various cases of sound changes in progress both at the population 
and the individual levels. Stevens & Harrington (2016), for example, investigated the case of /s/-
retraction in clusters containing a rhotic (e.g., string) in Australian English. They observed that 
all speakers exhibit spectral center of gravity lowering in /str/ and listeners would report hearing 
/s/ when the sibilant from /str/ clusters were spliced out and pre-pended to /i:t/. Crucially, they 
found that the magnitude of the acoustic effect of the /str/ context differed across individuals, 

7	 It should be noted that, admittedly, it remains an open question whether haphazardly encountered 
innovative variants can be associated with socio-indexical meaning that could affect change.



17Yu  
Glossa: a journal of 
general linguistics  
DOI: 10.5334/gjgl.661

even though all speakers exhibited some degree of retraction. This state of affairs is reminiscent 
of the case of individual variability observed in vowel-dependent /s/ variation in Hong Kong 
Cantonese examined in Yu (2016). While some early descriptions suggest a categorical /s/ to 
[∫] shift before rounded vowels, Yu (2016) found a high degree of variability across individuals 
in terms of the degree and temporal dynamic of the vocalic influence on /s/ realization. More 
importantly, the range of shifted /s/ does not resemble typical /∫/ found in other languages; 
Cantonese does not have a phonemic contrast between /s/ and /∫/. Interestingly, unlike Yu 
(2016), who interpreted the vowel-dependent /s/ variation as a case of controlled phonetic 
variation that has been phonologized by different individuals differently and might be, if only 
partially, related to autistic-like traits and gender, Stevens & Harrington (2016) concluded that 
/s/-retraction is “a shared, gradient tendency in the production of /str/ clusters” (123). They 
maintained that Australian English shows only the pre-conditions for /s/-retraction but is not 
currently undergoing the change.

It should be noted that the approach to phonologization laid out in this study has been 
anticipated in some earlier studies. As mentioned in the introduction, Beddor (2009), in her 
investigation on how individuals produce and perceive coarticulatory information in vowel-nasal 
sequences in English, found evidence that individuals differ in how they weigh the importance 
of coarticulatory cues in their perceptual responses and concluded that individuals might have 
different perceptual grammars (see also Beddor 2015; Beddor et al. 2013; 2018). Without 
explicitly referring to it as such, the idea that individuals might set up different perceptual 
grammars amounts to the idea that individuals have phonologized the timing relationship of 
nasality with its segmental anchors differently. Another line of inquiry that appeals to individual 
variation is agent-based simulation approaches to sound change. Stevens et al. (2019), for 
example, took as the starting point of their agent-based simulation models (see also Kirby 
& Sonderegger 2015; Harrington & Schiel 2017; Harrington et al. 2018) that “speakers are 
phonetically idiosyncratic even if they are of the same community and spoken accent; and that 
occasionally diachronic change can emerge if the idiosyncrasies of multiple speakers happen to 
fall along the path of a shared phonetic asymmetry” (2). Thus, different computational agents 
are initialized with “pronunciation” targets that show varying degrees of contextual influence, 
be it /u/-fronting (Harrington & Schiel 2017) or /s/-retraction (Stevens et al. 2019). Degree of 
shifts is examined after the agents are allowed to interact with each other in specific ways. These 
models have in common with the present model the emphasis on the interaction between 
individual speakers who have differing (context-dependent) acoustic/articulatory targets. To be 
sure, agent-based simulation studies emphasize understanding the role of individual variability 
in the propagation of sound change in progress; here, we emphasize understanding the nature of 
the initial state. That is, the present program emphasizes a conceptual commitment to the idea 
that individual differences in phonetic variations are par for the course within any population, 
and that understanding the non-random nature of such individual-specific variability is key to 
understanding the origins/phonologization of sound change.

The focus on the individual is also partly anticipated in studies that advocate modeling speech 
perception and production as governed, if only partly, by phonological considerations. Couched 
within Optimality-theoretic terms, for example, some scholars have argued that learners can 
posit phonetically-based constraints whose ranking/weighting influences the way phonological 
categories are setup (e.g., Escudero & Boersma 2004; Boersma 2006; Hamann 2009; Flemming 
2010; Ramsammy 2015; 2018). While these models have in common the idea that many, if 
not all, phonetic processes are controlled, and may be modeled using theoretical tools similar 
to those developed for categorical phonological processes, it remains unclear the extent of 
individual variation and why such variability exists. To the extent that this is discussed, previous 
authors have generally attributed this variability, as well as the impetus for a phonetic precursor 
to transition into a categorical process, to differences in listener exposure. Ramsammy (2018), 
in his discussion of the life cycle of spirantization, for example, suggests that a change in status 
of a gradient phonetic process may come about as a consequence of children being exposed 
to adult speech models that include a sufficiently high number of fricated intervocalic tokens.8 
A later generation of speakers “may internalise a non-cognitively-controlled stop frication 
pattern as a planned, stylistically dependent phonetic feature” (Ramsammy 2018: 87). As he 

8	 Ramsammy made allowance that this change in status might extend beyond children who are acquiring the 
language to adults of the language as well, albeit subconsiously (see discussion on p. 86 of that paper).
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summarizes, “a pattern of variation that is not under cognitive control in the speech generation 
n may phonologise into a cognitively-controlled pattern in the speech of generation n+x by the 
pathway” (87), similar to the one laid out by Hyman above. Understanding the mystery behind 
how speakers, later generation or not, “may internalize a non-cognitively-controlled” phonetic 
pattern as planned is precisely what motivates the present approach to phonologization. 
Specifically, we question the assumption that there exists a generation of speakers where 
spirantization has not been phonologized. Why, for example, would the adult speech models 
include so many tokens of spirantization in the first place if spirantization has not actually been 
phonologized by some members within the community already? More research is needed to 
ascertain whether the assumption of listener exposure is necessary and sufficient to explain 
the existence of individual variability.

Understanding phonologization from an individual-difference perspective is admittedly a 
tall order as it requires the analyst to ascertain the internalized knowledge of individual 
speakers, rather than relying on group-level information to make generalizations regarding 
the community of speakers as a whole. In addressing the increased attention to phonetic 
variation and their relation to social factors, Labov (2006) once cautioned that “it does not 
follow automatically all such indexing should be described… Some further justification for the 
description of variation is required; otherwise there will be no stop to the enterprise and we 
will be plunged into an endless pursuit of detail” (508). We contend that it is amply justified to 
pay attention to individual variability, particularly in the context of understanding the nature 
of sound change. To be sure, it is not enough to merely describe the nature of the variation. 
As research in phonetics and phonology, and by extension, in sound change, becomes 
increasingly focused on individual variation, innovations will likely come in the form of more 
sensitive estimates of the individual’s past linguistic experience (e.g., Lev-Ari & Peperkamp 
2016), the biomechanical /articulatory specificity of individuals (e.g., Baker et al. 2011; Dediu 
& Moisik 2019; MacKenzie 2019), as well as speakers’/listeners’ cognitive predispositions in 
terms of their processing styles and abilities (e.g., Stewart & Ota 2008; Lev-Ari & Peperkamp 
2013; Niziolek & Guenther 2013; Yu 2013; Lev-Ari & Peperkamp 2014; Kong & Edwards 2016; 
Kapnoula 2016; MacKenzie 2019). Students of phonologization must pay attention to these 
individual-level factors and examine how they might play a role in affecting how speakers 
internalize phonetic variation as sound patterns.

In closing, the fact that systematic individual differences in phonetic variation exist, despite 
group-level patterning, suggests that sound change research cannot afford to focus on group-
level differences alone. Furthermore, to the extent that differences between controlled vs. 
automatic phonetic processes exist within a single language community, it is important for 
linguists to identify them and understand how such differences come about. The eventual 
propagation of a controlled phonetic pattern to the rest of the population is contingent on the 
dynamics of the individuals within that community. As argued in Baker et al. (2011), sound 
change is predicted to be unlikely as it hinges on many contingencies to be present, including, 
but not limited to, the controlled phonetic variable being related to a socially relevant factor 
(Eckert 2019 and and references therein), and the individuals who exhibit the controlled 
phonetic patterns to be those others would like to emulate or imitate. Agent-based simulations 
of the type reviewed above are well-placed to tackle these complicated contingencies and 
interactions.

ABBREVIATIONS
F0 = Fundamental frequency, Hz = Hertz, IVD = Intrinsic vowel duration, JND = Just noticeable 
difference, L1 = First language, L2 = Second language, N = Nasal, V = Vowel, VOT = Voice Onset 
Time
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