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Previous investigations into the validity of acceptability judgment data have focused almost exclusively on type I errors (or false positives) because of the consequences of such errors for syntactic theories (Sprouse & Almeida 2012; Sprouse et al. 2013). The current study complements these previous studies by systematically investigating the type II error rate (false negatives), or equivalently, the statistical power, of a wide cross-section of possible acceptability judgment experiments. Though type II errors have historically been assumed to be less costly than type I errors, the dynamics of scientific publishing mean that high type II error rates (i.e., studies with low statistical power) can lead to increases in type I error rates in a given field of study. We present a set of experiments and resampling simulations to estimate statistical power for four tasks (forced-choice, Likert scale, magnitude estimation, and yes-no), 50 effect sizes instantiated by real phenomena, sample sizes from 5 to 100 participants, and two approaches to statistical analysis (null hypothesis and Bayesian). Our goals are twofold (i) to provide a fuller picture of the status of acceptability judgment data in syntax, and (ii) to provide detailed information that syntacticians can use to design and evaluate the sensitivity of acceptability judgment experiments in their own research.
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1 Introduction

Acceptability judgments form a substantial component of the empirical foundation of (generative) syntactic theories (Chomsky 1965; Schütze 1996). In a recent survey of US-English data points from articles that appeared in Linguistic Inquiry from 2001 through 2010, Sprouse et al. (2013) estimated that 77% were derived from some form of acceptability judgment (the remaining 23% were judgments about meaning). The vast majority of judgments in syntactic theory tend to be collected relatively informally, and specifically without any form of explicit quantitative analysis. As the use of formal experimental methods (sometimes called experimental syntax following Cowart 1997) has grown in popularity, many researchers have begun to investigate the quantitative properties of acceptability judgments, in an attempt to better understand the empirical foundation of the field (for an annotated bibliography see Sprouse 2013). Our goal in this article is to add one more critical piece of quantitative information to this growing body of knowledge: an empirical estimation of the sensitivity of formal acceptability judgment experiments in detecting theoretically interesting contrasts between different sentence types. We operationalize the notion of sensitivity by estimating and evaluating the rate of statistical detection of acceptability rating differences in a series of resampling simulations based on a large dataset of real pairwise comparisons where putatively real differences of different sizes exist. This rate of detection can be understood as an empirical estimate...
of statistical power (and will be referred as such) observed in different kinds of acceptability judgment experiments.

Because there is no one method for collecting and analyzing acceptability judgments, we have conducted a set of experiments and simulations to cover a wide range of possible experimental designs, fully crossing four of the most popular acceptability judgment tasks (yes-no, two-alternative forced-choice, Likert scale, and magnitude estimation), a set of 50 phenomena taken from *Linguistic Inquiry* (2001–2010) that span the largest observable range of effect sizes in a large random sample of theoretical manipulations found in syntax articles (Sprouse et al. 2013), a range of potential sample sizes from 5 to 100 participants (obtained through resampling simulations out of a sample of 144 per task), and two distinct approaches to hypothesis testing (null hypothesis testing and Bayesian hypothesis testing). The result is a database of information regarding the *rate of statistical detection* (our proxy measure of *statistical power*) that covers a substantial portion of possible experimental designs in syntax. Our two goals in this paper are to (i) provide a fuller picture of the status of acceptability judgment data in syntax (i.e., a complement to the validity experiments in Sprouse et al. 2013 and Sprouse & Almeida 2012), and (ii) provide detailed information that syntacticians can use to design and evaluate the sensitivity of acceptability judgment experiments.

The recent trend of formalizing the (historically informal) collection of acceptability judgments allows syntacticians to begin to quantitatively evaluate how well syntactic experiments achieve the goal of distinguishing a hypothesis of interest from a theoretically uninteresting hypothesis. Neyman & Pearson (1928; 1933) provide one of the most influential frameworks for thinking about the outcome of statistical hypothesis testing (as discussed in more detail in section 2). The first step is to construct two statistical hypotheses to test: the null hypothesis ($H_0$), which states that there is no quantifiable difference between two (or more) experimental conditions, and the alternative hypothesis ($H_A$), which states that there is a difference of a certain minimum size between two (or more) experimental conditions. In syntax, experimental conditions tend to be sentence types, so $H_0$ would posit no difference in acceptability between two or more sentence types, and $H_A$ posit that there is a difference of a certain size between two or more sentence types. From this partitioning of the hypothesis space, it follows that there are two states of the world, $H_0$ is true or $H_A$ is true, and there are two outcomes of a hypothesis test, $H_0$ is claimed to be true or $H_A$ is claimed to be true. This results in four combinations, two of which are correct outcomes of the test, and two of which are errors, as shown in Table 1.

A type I error, or false positive, occurs when the hypothesis test favors $H_A$, but $H_0$ is in fact true. A type II error, or false negative, occurs when the hypothesis test favors $H_0$, but $H_A$ is in fact true. Many of the recent investigations of the properties of syntactic experiments have studied the prevalence of type I errors (Gibson & Fedorenko 2010; Sprouse & Almeida 2012; Gibson & Fedorenko 2013; Sprouse et al. 2013). However, *sensitivity*, specifically in the guise of *statistical power* in the Neyman-Pearson approach, is fundamentally defined in terms of type II errors. *Statistical power* is the probability that a hypothesis test will favor $H_A$ when $H_A$ is in fact true, therefore it is the complement of type II errors ($\text{power} = 1 – \text{type II errors}$). It is typically expressed as a percentage. For example, if a

<table>
<thead>
<tr>
<th>$H_A$ is true of the world</th>
<th>$H_0$ is true of the world</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>$H_0$ is favored by the test</strong></td>
<td>positive correct decision</td>
</tr>
<tr>
<td><strong>$H_A$ is favored by the test</strong></td>
<td>type II error</td>
</tr>
</tbody>
</table>

*Table 1:* Four possible outcomes for a hypothesis test under the Neyman-Pearson approach.
hypothesis test has 80% power, then it will favor $H_A$ 80% of the time that $H_A$ is true, and favor $H_0$ 20% of the time that $H_A$ is true.

Given that statistical power is in many ways the complement of recent investigations into type I error, the first goal of this project is to simply extend the knowledge of the field regarding the properties of syntactic experiments. There is a robust and growing literature across experimental disciplines exploring the consequences of low statistical power (e.g., Ioannidis 2005; Simmons et al. 2011; Button et al. 2013). There are at least three consequences of low statistical power that are potentially relevant for the growing literature on formal experimentation in syntax. The first is the most obvious: given the definition of statistical power, a low powered experiment is potentially a waste of time and resources. A low powered experiment has a low probability of doing what experiments are intended to do – detect evidence for the theoretically interesting hypothesis ($H_A$). The second consequence is that low power makes it more difficult to interpret null results as evidence in favor of the null hypothesis. To the extent that null hypotheses (i.e., predicted invariances between sentence types) are relevant for the construction of syntactic theories (which we believe they are), this is potentially problematic for theory construction. Furthermore, null hypotheses are critical for the elimination of type I errors through replication, arguably making investigations of type I error incomplete without an investigation of statistical power. The third consequence is much less obvious: low statistical power studies have the potential to increase the number of type I errors (false positives) in the literature. This is not an obvious consequence of low power (after all, power is defined solely in terms of type II errors), but as we will see in section 2, it follows directly from the mathematics of statistical hypothesis testing and the fact that current academic practices result in strong publication bias towards results that present nominally statistically significant results (Button et al. 2013). Therefore, previous investigations of type I error (such as Sprouse et al. 2013) are potentially incomplete without a comprehensive investigation of how statistical power is generally taken into consideration in the design and evaluation of experiments in the field. Given recent concerns about replicability of data in both psychology (Open Science Collaboration 2015) and linguistics (e.g., Gibson & Fedorenko 2013; Sprouse et al. 2013), and these three consequences of low statistical power, we believe it is important to broadly investigate statistical power in syntactic experiments.

The second goal of this project is to provide actionable information for syntacticians to use both when they construct their own experiments and when they evaluate the experiments of others. Syntacticians can use the graphs and appendices in this paper, as well as the raw data provided on the first author’s website, to estimate the statistical power for a substantial portion of possible experimental designs in syntax (in terms of tasks, phenomena, and sample sizes). It is our hope that this will take some of the guesswork out of the design of future experiments, as well as provide concrete baselines for editors, reviewers, and readers to critically evaluate the sensitivity/power of acceptability judgment experiments.

The article is structured as follows. Section 2 provides a detailed review of three major approaches to hypothesis testing, and the concept of statistical power within each (readers already familiar with statistical power should feel free to skip this section). Section

---

1 There is a fourth consequence that is sometimes discussed (e.g., Button et al. 2013), but it appears to be less of a problem for syntax than other literatures: low power can lead to exaggerated effect sizes, sometimes called the winner’s curse (Ioannidis 2008). Exaggerated effect sizes can mean that replications of published effects are likely to show shrinking effect sizes (potentially causing researchers to lose confidence in previously published results), and can mean that any replications that are predicated upon previously reported sample sizes are less likely to return significant results (again, potentially causing researchers to lose confidence in previously published results). However, because syntactic theories (currently) do not often directly predict effect sizes, this appears to be less of a problem for syntax.
3 describes the approach to empirically estimating statistical power that we used in the current study. Section 4 presents the results of our investigation. Section 5 discusses the consequences of our results for our twin goals: (i) exploring the status of acceptability judgment data in the field, and (ii) providing estimates that syntacticians can use to design and evaluate judgment experiments. Section 6 concludes. The appendix provides detailed power results in a tabular form.

2 Statistical power and its consequences

This section is primarily a high-level review of the formal concept of statistical power, and the mathematical reasons that it has so many (not always obvious) consequences for hypothesis testing. We first review three major philosophical approaches to hypothesis testing: Fisher Hypothesis Testing (FHT), Neyman-Pearson Hypothesis Testing (NPHT), and Bayesian Hypothesis Testing (BHT). This background is necessary to formally define statistical power (in NPHT), and to highlight the role that statistical power plays in all three approaches to hypothesis testing. These sections also allow us to establish the first two consequences of low statistical power: low powered experiments are less likely to favor $H_A$ when $H_A$ is true, and low powered experiments make it difficult to interpret null results as evidence for $H_0$. We then review a concept from testing theory called positive predictive value (PPV), which provides the link necessary to demonstrate the third consequence of low statistical power: low power can inflate the type I error rate when a field uses a criterion for publication such as $p < .05$. We provide this review for readers who may not be familiar with the details of statistical power, as there is currently no comprehensive discussion of statistical power in the experimental syntax literature. However, nothing in this section is specific to syntax, and therefore can be skipped by readers who are already familiar with these issues.

2.1 Fisher Hypothesis Testing

Ronald A. Fisher was the first to develop a unified approach to null hypothesis testing in the early 20th century (Fisher 1955; Hubbard 2004). Although Bayesian statistics technically pre-dates Fisher by over 150 years, and even though Fisher in many ways developed his null hypothesis approach as a response to what he perceived as short-comings in the Bayesian approach (Fisher 1925), in the history of modern approaches to hypothesis testing, Fisher’s approach deserves a privileged position. It is a direct precursor to the Neyman-Pearson approach, it is the foil for modern developments in Bayesian statistics, and it is in many ways the default method of null hypothesis testing in various domains of cognitive science (see Gigerenzer 2004; Hubbard 2004 for reviews).

Under Fisher Hypothesis Testing (FHT), there is only one hypothesis under consideration: the theoretically uninteresting hypothesis called the null hypothesis (abbreviated $H_0$), which for syntax is very often the claim that there is no difference in acceptability between two (or more) sentence types. Statistical tests in FHT assume that $H_0$ is true, and return the probability of obtaining the observed experimental result, or a result that is more extreme, under this assumption. This probability is called a $p$-value. In other words, a $p$-value is the probability of the observed data (or a result more extreme) given the null hypothesis. For the mathematically inclined, this means that the symbol $p$ is a shorthand for the full conditional probability statement $p(data \mid H_0)$, where the pipe ($|$) symbol is read “given that”. Low $p$-values indicate that the result is relatively unlikely under the null hypothesis, and high $p$-values indicate that the result is relatively likely under the null hypothesis.

FHT does not specify an algorithm for using the information that is provided by $p$-values to decide between two hypotheses. In FHT, $p$-values are a direct measure of the strength
of evidence against the null hypothesis, and it is up to the researcher to decide what to do with this information. The implication is that if a p-value is low enough, the researcher can draw the disjunctive conclusion that “either the null hypothesis is false or a very rare event occurred”. FHT does not pre-specify what threshold the researcher should use to decide which conclusion to draw. Although Fisher himself made suggestions about using .05 or .01 as potential thresholds to be used heuristically and primarily for convenience (Fisher 1925), he interpreted p-values as gradient measures of evidence against the null hypothesis, such that a p-value of .049 and a p-value of .051 are roughly equal in evidential value, and such that smaller p-values can be said to be stronger evidence against the null hypothesis than larger p-values. Fisher intended researchers to combine this information with non-statistical information to reach a conclusion about the validity of rejecting the null hypothesis (Lykken 1968 goes so far as to call statistical significance the “least important attribute” of a good experiment). Furthermore, while FHT implies that a decision to reject the null hypothesis should be taken as evidence in favor of a theoretically interesting alternative hypothesis, FHT cannot make any probability statements about this alternative hypothesis, nor can FHT make any statements about the strength of evidence for this alternative hypothesis. This is because no alternative hypothesis was considered during the statistical hypothesis test, only the null hypothesis was considered. In a very real sense, the alternative hypothesis is left as an implied hypothesis covering all theories that are not the null hypothesis.

The limitations of FHT became most apparent in the case of high p-values. High p-values arise in two scenarios: (i) when the null hypothesis is true of the world, or (ii) when an alternative hypothesis is true of the world, but the test lacks the sensitivity to detect the evidence for the alternative hypothesis. FHT cannot distinguish these two cases. FHT cannot determine a probability for the truth of the null hypothesis because it assumes that the null hypothesis is true when calculating the p-values. And FHT cannot determine a probability that it failed to detect the evidence for the alternative hypothesis because no alternative hypothesis was specified, and no criterion for its detection was adopted. This means that all FHT can say about high p-values are that they are uninformative.

The uninformative nature of high p-values is a well-known limitation for FHT, but more importantly for our current study, scenario (ii) above reveals the precarious status of statistical power in FHT. On the one hand, the concept of statistical power (the ability of a test to favor the alternative hypothesis when the alternative hypothesis is true) is clearly relevant for hypothesis testing in general. If a test has low statistical power (i.e., it is not sensitive to evidence for the alternative hypothesis), the researcher gains no information about the world. But on the other hand, the design of FHT makes it difficult (potentially impossible) to formally calculate statistical power.

2.2 Neyman-Pearson Hypothesis Testing

Neyman-Pearson Hypothesis testing (NPHT) and FHT are both null hypothesis approaches to hypothesis testing. Both NPHT and FHT use the same null hypothesis statistical tests, and both NPHT and FHT use p-values to evaluate hypotheses. However, NPHT and FHT differ explicitly in their underlying goals. Whereas FHT seeks only to provide a measure of evidence against the null hypothesis, leaving the question of how to use that evidence to the researcher, NPHT seeks to provide an explicit decision-making algorithm for deciding between the theoretically uninteresting null hypothesis (H₀) and an explicit theoretically interesting alternative hypothesis (abbreviated Hₐ). Because errors are possible with any decision, NPHT further seeks to control the maximum number of errors that would be made over the long run if one were to replicate a specific hypothesis test an infinite number of times. Put more succinctly, the output of FHT is a statement about the strength
of evidence against the null hypothesis; and the output of NPHT is a statement about the maximum probability of making decision errors over the long run, given a pre-specified decision rule. Despite their superficial similarities, FHT and NPHT are philosophically different approaches to hypothesis testing, the former privileging the role of epistemically-laden inductive inferences and the latter the minimization of long-run error probabilities (see Hubbard 2004 for a comparison of FHT and NPHT).

NPHT formalizes the decision procedure as follows. First, the researcher defines a null hypothesis ($H_0$), just like in FHT. Then the researcher defines an alternative hypothesis ($H_A$), such as “the population means of condition x and condition y will differ by at least z units” (the specification of the minimum effect size will become relevant when we discuss statistical power below). The researcher then defines a significance level for deciding between $H_0$ and $H_A$. The significance level is typically defined in terms of either $p$-values or the test statistics used to derive $p$-values (the choice is equivalent for our purposes, so we will focus on $p$-values). If the $p$-value of the observed data is below the significance level, the alternative hypothesis ($H_A$) is chosen; if the $p$-value is above the significance level, the null hypothesis ($H_0$) is chosen.

Because we can never know the true underlying state of the world, it is possible, and indeed guaranteed, that the NPHT procedure will lead to errors for some proportion of hypothesis tests. As we saw in Table 1 in section 1, the two explicit hypotheses in NPHT lead to four possible outcomes of the hypothesis test: a positive correct decision when the test favors $H_A$ and $H_A$ is true, a negative correct decision when the test favors $H_0$ and $H_0$ is true, a type I error when the test favors $H_A$ but $H_0$ is true, and a type II error when the test favors $H_0$ but $H_A$ is true. NPHT explicitly seeks to minimize both types of errors. This is accomplished in NPHT by setting a (distinct) upper limit on the probability of making each type of error over the long run, and using those limits in the construction of the hypothesis test itself. The critical idea is that a researcher can never know if a single decision is correct or not (that would be perfect knowledge, which we do not have). But if a researcher sets an upper limit on errors, and if that researcher uses that limit for every experiment, then as the number of experiments approaches infinity, the number of errors will approach the upper limits that the researcher set. Therefore, if the two error rates are set sufficiently low, NPHT can help researchers have confidence in the decisions that they make, provided they strictly follow the decision criteria imposed by the NPHT framework.

The upper limit for the type I error rate is called alpha ($\alpha$), or the $\alpha$-level. $\alpha$ enforces the upper limit on type I errors by directly determining the significance level that is used as the criterion for decisions between $H_0$ and $H_A$. The relationship between $\alpha$ and the significance level is given by the following equation: significance level = $1 - (1 - \alpha)^c$, where $c$ is the number of statistical comparisons made in the hypothesis test. As a concrete example, let’s imagine that our goal is to achieve a 5% long run maximum type I error rate. Therefore, we set $\alpha$ to .05. By the equation above, the significance level is $1 - (1 - .05)^1$, which is .05. This means that for every experiment in which $p$ is less than .05 (the observed data has less than a 5% chance of occurring under the null hypothesis), the researcher will choose $H_A$, and for every experiment in which $p$ is greater than .05, the researcher will choose $H_0$. Now, let’s assume that the null hypothesis is true of the world (the only scenario in which a type I error is possible). And let’s imagine that a researcher performs an infinite number of replications of a given experiment. Because the null hypothesis is true, and because $p$-values are calculated by assuming that the null hypothesis is true, 5% of those (infinite) experiments will yield a $p$-value of .05 or less, and 95% of the experiments will yield a $p$-value of .05 or more. For the 5% below .05 (the $\alpha$-level), the researcher will make a type I error. Thus the long run type I error rate is 5%, exactly what
the researcher specified by setting $\alpha$ to .05. By setting $\alpha$ ahead of time (and using it for every experiment), when NPHT leads a researcher to choose $H_A$, that choice can be paired with the maximum probability of type I errors over the long run (the $\alpha$-level).

In NPHT the upper limit for the type II error rate is called beta ($\beta$). Whereas the experimenter can directly implement an upper limit on the type I error rate by setting the appropriate $\alpha$-level, the experimenter cannot directly implement $\beta$. Instead, $\beta$ is a consequence of the combination of the $\alpha$-level, the minimum size of the effect as defined in $H_A$, the measurement error associated with the task, and the size of the sample being tested.

This is because of what a type II error is: a type II error occurs when $H_A$ is true, but the value obtained in the experiment is within the range that we have decided (a priori) to call evidence for $H_0$. This means that type II errors are a sort of “complement” of type I errors inside of the area where the distributions of the two hypotheses overlap. Figure 1 attempts to demonstrate this graphically. Each hypothesis has a distribution of potential test statistics. The minimum effect size, the measurement error, and the sample size all combine to determine the locations, widths, and overlap of the distributions (this is why these properties affect $\beta$). The $\alpha$-level divides the distribution of $H_0$ into two decisions, significant and non-significant, and therefore sets the maximum type I error rate. The type II error rate is the portion of the distribution of $H_A$ to the left of the $\alpha$-level that also overlaps with the $H_0$ distribution. This matches the definition of a type II error: a type II error occurs when the experimenter decides to call a result non-significant because it falls to the left of the $\alpha$-level, but the result is actually part of the distribution of $H_A$ (it is in the red zone of $H_A$).

What this relationship means in practice is that, after choosing the desired $\beta$, in order to actually enforce $\beta$ over the long run, a researcher must choose an $\alpha$-level, define the minimum effect size of the alternative hypothesis, know the measurement error of the task, and then calculate the correct sample size to achieve the desired $\beta$. Assuming the experiment is designed using all of these values (i.e., all of these choices and calculations must be made before the experiment is run), NPHT ensures that over the long run the maximum type II error rate will be equal to $\beta$. This means that when NPHT leads a researcher to choose $H_{0r}$ that choice can be paired with the maximum probability of type II errors over the long run (the $\beta$-level).

So what is statistical power in NPHT? Recall that we defined statistical power as a measure of how often a given hypothesis test favors $H_A$ when the $H_A$ is true. NPHT simply converts this to a probability statement: statistical power is the probability of a

![Figure 1: An illustration of the relationship between type I error and type II error for a hypothetical distribution of test statistics for a null hypothesis and an alternative hypothesis for a continuous range of possible outcomes of the test statistic. The type II error rate can be thought of as a “complement” of the type I error rate in the area where the null and alternative distributions overlap (the details of which is determined by minimum effect size, measurement error, sample size, and of course, $\alpha$-level).](image-url)
hypothesis test choosing $H_A$ when $H_A$ is true. And crucially we already have that number in our NPHT calculations. $\beta$ is the probability of choosing $H_0$ when $H_A$ is true (making a type II error). Statistical power is simply the other (correct) decision: choosing $H_A$ when $H_A$ is true. Because the two decisions cover the full range of possible outcomes, they are simply the complement of each other. Therefore, statistical power equals $1 - \beta$. Cohen (1988) famously recommended setting $\beta$ to .2 (a maximum type II error rate of 20%). This recommendation means that experiments should have 80% power, that is, an 80% chance of choosing $H_A$ when $H_A$ is true. The 20% type II error rate (80% power) recommendation reflects a common belief (that both Neyman and Pearson and Cohen endorse) that type II errors are less costly than type I errors. It is an open question whether this asymmetry holds in every field. One could imagine that type II errors might be more costly in syntax, because grammars are predicated upon both differences between sentence types and the lack of differences between sentence types. We know of no explicit discussion of this in the field.\(^2\)

With all of this in mind, it is now possible to see how the first two consequences of low statistical power can arise. The first consequence is that low powered experiments are potentially a waste of time and resources as they have a low probability of detecting evidence for the theoretically interesting hypothesis ($H_A$). This follows directly from the definition of statistical power. For example, an experiment with 50% power is only going to be able to find statistical evidence (as defined by the NPHT theory) against the null hypothesis (when it is indeed false) 50% percent of the time. At such power level, running the experiment amounts to doing the equivalent of an expensive and time consuming coin toss. The second consequence is that low powered experiments render null results (i.e., no statistically significance difference between two conditions) uninformative about the status of the null hypothesis. As shown in Table 1, a null result may appear under one of two circumstances: (i) the null hypothesis is true of the world or (ii) the null hypothesis is false, but the experiment did not have enough statistical power to reject it at a particular $\alpha$-level. A well-powered experiment can help disambiguate between these two alternatives by providing the researcher with information that would allow her to adjudicate whether (ii) is a plausible reason for the null result. In other words, an adequately powered experiment may license, under the right conditions, the indirect inference that certain observed null results may count as evidence for the null hypothesis (i.e., that there is no difference of a pre-specified, theoretically interesting magnitude between two conditions). This follows directly from the relationship between statistical power and $\beta$, where $\beta$ is the maximum type II error rate over the long run. In order to make the argument that null results are evidence for the null hypothesis under NPHT, one must also report $\beta$. The lower the $\beta$, the more credible a conclusion for the null hypothesis seems. Because statistical power is the complement of $\beta$, low statistical power means high $\beta$, and therefore less support for concluding positively for the null hypothesis.

### 2.3 Bayesian Hypothesis Testing

The fundamental assumption of Bayesian Hypothesis Testing (BHT) is that most researchers ultimately want to know how likely a specific hypothesis is to be true given the experimental results that they obtained. In other words, what most researchers really want to calculate is $p(H \mid data)$, where H can be any of the various hypotheses under consideration ($H_0$, $H_A$, some other $H_A$, etc.). Null hypothesis approaches to testing, like

---

\(^2\) In fact, for NPHT, if it is ever determined that type II errors are more costly than type I errors, that would imply that $H_0$ is the theoretically more interesting hypothesis, so the position of $H_0$ and $H_A$ should be swapped in the hypothesis test: the new $H_A$ should be that there is a difference between conditions of a certain minimum size, and the new $H_A$ should be that there is no difference between conditions.
FHT and NPHT, do not provide this information. They explicitly provide $p(\text{data} \mid H_0)$, and then build inferential processes around that probability to help researchers choose between competing hypotheses. But crucially, in null hypothesis approaches, $p(H \mid \text{data})$ is never calculated. Although the order of terms around the pipe (|) operator seems like a small difference, it is important to note that the resulting probabilities are very different pieces of information. A classic example is the difference between $p(\text{living-in-LA} \mid \text{being-a-movie-star})$, that is, the probability of living in LA given that you are a movie star, and $p(\text{being-a-movie-star} \mid \text{living-in-LA})$, which is the probability of being a movie star given that you live in LA. The former probability is relatively high because the US film industry is highly concentrated in LA, whereas the latter probability is relatively low because nearly 4 million people live in LA but relatively few would be considered movie stars.

BHT seeks to provide the information that most researchers actually desire, and leverages Bayes Theorem (Bayes 1764) to derive the relevant probabilities (for an accessible introductory textbook, see Kruschke 2011).

There are a number of excellent introductions to Bayes Theorem and Bayesian statistics (e.g., Kruschke’s 2011 textbook), so here we simply review a few basics. First, equation (1) is Bayes Theorem, with each of its components labeled with curly braces for clarity:

$$p(H \mid D) = \frac{p(D \mid H) \times p(H)}{p(D)}$$

The first component, the posterior probability, is the probability of the hypothesis that the researcher is interested in, assuming the observed data. The likelihood is the probability that the hypothesis in question would generate the data that is observed. The prior is the probability of the hypothesis in question before the data is considered. And the evidence is the probability of obtaining the observed data in general (under all possible hypotheses). If the likelihood, prior, and evidence are known, Bayes Theorem will provide the posterior probability of the hypothesis given the observed data. Although Bayes Theorem looks complicated, it is actually a straightforward consequence (theorem) of the definition of conditional probability (an axiom of probability theory). It is a very short derivation requiring only basic algebra, but we won’t go through it here because there are many demonstrations available in the literature and on the internet.

Given that the posterior probabilities returned by Bayes Theorem appear to be exactly what researchers are interested in when evaluating hypotheses, and given that Bayes Theorem predates null hypothesis testing by over 150 years, one might wonder why null hypothesis testing approaches exist at all. It turns out that there are two components of Bayes Theorem that are often difficult to calculate: the likelihood and the prior. While the likelihood is generally easy to calculate for the null hypothesis, the same is rarely true of alternative hypotheses. It has only been in the last few decades that modern (personal) computers have allowed researchers to estimate likelihoods for alternative hypotheses using sophisticated simulation methods. Because of this newly acquired computational power, there is a robust and growing literature investigating the use of such simulation methods for applications of Bayes Theorem to experimental research (see Wagenmakers et al. 2016 for a short argument in favor of Bayesian inference and recommended readings; see Mulder & Wagenmakers 2016 for an introduction to a special issue dedicated to Bayes factors in psychological research; see Rouder et al. in press for a specific Bayesian analysis of factorial experimental designs). In a similar vein, in many cases the prior is
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difficult to calculate because there is often little or no previous quantitative information about the hypothesis of interest. Therefore, in many cases the specification of the prior is left to the subjective beliefs of the researcher. This subjectivity means that two researchers may, in principle, end up with very different posterior probabilities for the same hypothesis under Bayes Theorem. Fisher himself was well aware of Bayes Theorem and these two potential difficulties. He explicitly developed his null hypothesis approach to testing to take advantage of the ease with which the likelihood of the null hypothesis can be calculated (computer simulations were not available in the early 20th century), and to attempt to eliminate what he saw as the subjectivity surrounding the choice of prior probability for an alternative hypothesis (Fisher 1925).3

Despite our use of a single label for Bayesian hypothesis testing, BHT is not a unified approach to hypothesis testing. There are different approaches to methods of simulating likelihoods, and there are different types of information that can be derived from Bayes Theorem in addition to the posterior probabilities. One piece of information that has become increasingly popular in the experimental literature is the Bayes Factor (Jeffreys 1939/1961). Bayes Factors (BF) measure how much more likely the data are under one hypothesis compared to the other. For example, if a researcher were to compare an alternative hypothesis to the null hypothesis, a BF of 10 would indicate that the data are ten times more likely under the alternative hypothesis than under the null hypothesis. In this way, Bayes Factors provide a measure of the strength of evidence for one hypothesis over another. Bayes Factors are particularly popular for the analysis of experimental results for two reasons. First, they are relatively easy to calculate. Though they cannot get around the problem of specifying the likelihood of the alternative hypothesis, there are a number of tools that are now available that make the process a bit simpler for experimentalists (e.g., the Bayes Factor package for R by Morey & Rouder 2015). Second, Bayes Factors eliminate the need to specify a prior probability of each hypothesis because the posterior probability of the hypothesis is not being calculated (only the probability of the data under each hypothesis). This can be seen in the equation used to extract Bayes Factors from Bayes Theorem. The derivation starts with the full Bayes Theorem (equation 1 above), but applied twice: once to H0 and once to Ha. The second step is to arrange the two equations into a ratio: place the token of Bayes Theorem for Ha over top of the token of Bayes Theorem for H0 as a fraction. If we were to calculate this ratio completely, it would give us the ratio of the posterior probability of Ha (given the data) to the posterior probability of H0 (given the data). We aren’t interested in this full calculation, so instead of trying to calculate it, we instead begin to simplify the terms in the equation. The important step for this is shown in (2) below, where the right-hand side of the H0 equation is inverted – this is because the right-hand side of the H0 equation is a fraction, and dividing by a fraction is equal to multiplying by the inverse of that fraction:

\[
\frac{p(H_a | D)}{p(H_0 | D)} = \frac{p(D | H_a) \times p(H_a)}{p(D | H_0) \times p(H_0)}
\]

The next step is to simplify this equation by eliminating p(D) in both the numerator and denominator, and group like terms (likelihoods with likelihoods, priors with priors):

3 There is much discussion in the literature about this characterization of Bayesian approaches as subjective and to what extent that subjectivity is a positive or negative. There is also discussion in the literature about how successful Fischer actually was in expelling subjectivity from hypothesis testing: although p-values do not involve any subjective probabilities, the decision about how to leverage p-values is generally subjective.
(3) Deriving Bayes Factors from Bayes Theorem

\[
\frac{p(H_A | D)}{p(H_B | D)} = \frac{p(D | H_A)}{p(D | H_B)} \times \frac{p(H_A)}{p(H_B)}
\]

The result is an equation (3) with three odds ratios: the odds ratio of posterior probabilities (posterior odds), the odds ratio of the probability of the data under each hypothesis (the Bayes Factor), and the odds ratio of the prior probabilities (prior odds). From equation (3) it is easy to see that Bayes Factors are independent of the (potentially subjective) priors because they are a separate term in the equation. It is also easy to see that the posterior odds ratio can be calculated from Bayes Factors if one is willing to specify the two relevant priors. In this way, Bayes Factors simultaneously provide information that is useful on their own (the ratio of the probabilities of the data under each hypothesis), and can be used to calculate the posterior odds (the ratio of the probabilities of the two hypotheses under the data) if one so desires.

As an odds ratio, BF can be any value between 0 and ∞. A BF of 1 indicates that the data is equally likely under each hypothesis. This suggests that the experiment is inconclusive, as it does not discriminate between the two hypotheses. A BF greater than 1 indicates that the data is more likely under the alternative hypothesis than the null hypothesis. A BF below 1 indicates that the data is more likely under the null hypothesis than the alternative hypothesis. In this way BF makes a three-way distinction: they can reveal evidence for \( H_A \), evidence for \( H_B \), or that the experiment is uninformative relative to the two hypotheses. This contrasts with FHT, which can only make a two-way distinction: a low \( p \)-value is evidence against \( H_B \), with a limit on the long-run type I error, and a \( p \)-value above the significance level leads to a decision in favor of \( H_A \) with a limit on the long-run type II error.

Much like \( p \)-values in FHT, there are no explicit decision rules for interpreting BF. This also means that there can be no explicit definition of statistical power when using BF for BHT. However, Jeffreys (1939/1961) did suggest some guidelines for interpreting BF that have been generally accepted in the experimental literature as shown in Table 2.

<table>
<thead>
<tr>
<th>BF</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1/100</td>
<td>extreme evidence for ( H_B )</td>
</tr>
<tr>
<td>1/100 to 1/10</td>
<td>strong evidence for ( H_A )</td>
</tr>
<tr>
<td>1/10 to 1/3</td>
<td>substantial evidence for ( H_B )</td>
</tr>
<tr>
<td>1/3 to 1</td>
<td>anecdotal evidence for ( H_B )</td>
</tr>
<tr>
<td>1 to 3</td>
<td>anecdotal evidence for ( H_A )</td>
</tr>
<tr>
<td>3 to 10</td>
<td>substantial evidence for ( H_A )</td>
</tr>
<tr>
<td>10 to 100</td>
<td>strong evidence for ( H_A )</td>
</tr>
<tr>
<td>&gt;100</td>
<td>extreme evidence for ( H_A )</td>
</tr>
</tbody>
</table>

Table 2: Jeffreys (1939/1961) guidelines for interpreting Bayes Factors (specifically BF\(_{A0}\)).

4 Crucially, this description assumes that \( H_A \) is in the numerator as in equation (3). It is also possible to put \( H_B \) in the numerator. In that case, the interpretation of the odds ratio would be inverted as well (a BF greater than 1 would indicate that the data is more likely under \( H_B \) than \( H_A \)). The directionality of the ratio can be indicated by a subscript of 10 for BF with alternative in the numerator, and 01 for BF with the null in the numerator: BF\(_{A0}\) vs BF\(_{10}\).
From these guidelines, Jeffreys suggests a conventional cutoff of 3 for deciding that there is substantial evidence for $H_A$ (or 1/3 for $H_0$). Therefore, much like the conventional cut off of $p < .05$ for FHT, there is an intuitive concept of statistical power when using BFs for BHT: statistical power is the probability of a test returning a BF greater than 3 when there is in fact strong evidence for $H_A$.

### 2.4 Positive predictive value and the type I error rate for the field

Positive predictive value (PPV) is another probability that can be useful when assessing how well a test works (any kind of test, from hypothesis tests to medical diagnostics). PPV is the probability that a positive result of a test (i.e., a statistically significant result or a positive result in a diagnostic test) reflects a true positive result. It is therefore a measure of how informative a positive result truly is. Like any probability, PPV can be directly calculated from frequency counts: if one has run a test a number of times, and has independent knowledge about which results were true positives (the test favored $H_A$ and $H_A$ was true) and which outcomes were false positives (the test favored $H_A$ and $H_0$ was true) then one can calculate PPV as a simple ratio of true positives results to all of the positives results:

\[
PPV_{\text{freq}} = \frac{\text{true positive results}}{\text{true positive results} + \text{false positive results}}
\]

One way to think about this is that while type I and type II error rates are each calculated using one of the columns in Table 1, PPV is calculated using the top row. The converse notion, negative predictive value (NPV), can similarly be defined using the bottom row in the table: the proportion of negative correct decisions (a conclusion of no difference when there is no real difference) divided by the total number of negative decisions (correct decisions + type II errors). An ideal test would minimize both PPV and NPV, but just as there is a tension between type I error rates and type II error rates, there is a tension between PPV and NPV.

Though PPV is easy to calculate using frequency counts, we rarely have real counts of true positive and false positive results. Since PPV is itself a probability, we can define it directly in terms of probabilities. We give the definition in (5) before explaining how it works:

\[
PPV_{\text{prob}} = \frac{(1 - \beta) \times R}{(1 - \beta) \times R + \alpha}
\]

The term $(1 - \beta)$ in equation (5) should look familiar: it is simply the statistical power of the test. The term $\alpha$ should also look familiar: it is the maximum type I error rate of the test (over the long run). The only new component is $R$. $R$ is the odds (before the study is run) that a given alternative hypothesis is true out of all of the alternative hypotheses that will be tested using that test. For example, if there were only 100 alternative hypotheses in the world that are going to be tested using a specific test (an underestimate, to be sure), and 20 of those alternative hypotheses are true in the world, then $R$ would be 20/80 or .25 (crucially $R$ is an odds ratio, not a probability, so it is 20/80 and not 20/100).

To see that $PPV_{\text{freq}}$ and $PPV_{\text{prob}}$ are identical, we can continue with our example where there are 100 alternative hypotheses being tested in the world, and 20 are true. Let’s further assume that our test has 80% power and a 5% maximum type I error rate. To use
PPV\textsubscript{freq}, we need to calculate the number of true positive results (80\% power x 20 true H\textsubscript{A} = 16) true positive results) and the number of false positive results (5\% type I error x 80 false H\textsubscript{A} = 4). Plugging these numbers into PPV\textsubscript{freq} we get:

\begin{equation}
PPV\textsubscript{freq} = \frac{\text{true positive results}}{\text{true positive results} + \text{false positive results}} = \frac{16}{16 + 4} = .8
\end{equation}

So the PPV for the test is 80\%, meaning that 80\% of positive results are true positives (and 20\% are false positives). If we instead use the equation for PPV\textsubscript{prob}, we have R = .25, because the odds of HA being true are 20/80, β = .2, because the test has 80\% power, and α = .05, because we are imposing a maximum type I error rate of 5\%. Plugging these numbers into PPV\textsubscript{prob} we get:

\begin{equation}
PPV\textsubscript{prob} = \frac{(1-β) \times R}{(1-β) \times R + α} = \frac{(1-.2) \times .25}{(1-.2) \times .25 + .05} = .8
\end{equation}

The probability definition of PPV (5) reveals the not so obvious relationship between lower statistical power and a higher rate of false positive results. If R and α are held constant, lower statistical power will lead to lower PPV. And because PPV is a measure of the proportion of true positives, lower PPV means higher false positives. Therefore, if R is constant and α is consistently adopted in a scientific field of study, lower statistical power means more false positives for the field. R is by definition a constant for a field over the long run, as it is dictated by the scientific facts under investigation. α can in principle be varied (e.g., publishers could require that low powered studies use a stricter α-level), but in practice, each field tends to have a conventional significance level that will lead to publication (e.g., \(p < .05\) for single comparisons). When α is held constant for publication, as it is in most fields, low power means a higher proportion of published false positives.

3 The design and procedure for empirically estimating statistical power

Our goal in this project is to empirically estimate the rate of statistical detection (our proxy measure of statistical power) that would obtain for the widest possible range of experimental scenarios in theoretical syntax. To that end, we tested four judgment tasks, across a wide range of effect sizes reported in the theoretical syntax literature, and across a wide range of potential sample sizes, and then used resampling simulations to provide empirical estimates of the observed rate of statistical detection for each combination of task, effect size, and sample size in our data sets. In this section, we review each of the components of the design in detail.

3.1 Four judgment tasks

There are at least four distinct judgment tasks that are routinely used in the syntax literature. As it is possible that each task may result in different levels of sensitivity to the experimental manipulation (e.g., through different levels of response variability), we decided to test all four in this study. Each task was deployed in a completely separate experiment, such that participants only ever completed one task. In the yes-no task (YN), each target sentence is presented with a pair of radio buttons labeled “yes” and “no”. Participants are asked to use the radio buttons to indicate whether the sentence is acceptable or not. In the (two-alternative) forced-choice task (FG), target sentences are presented in
vertically arranged pairs, with each sentence in the pair followed by a single radio button. Participants are asked to indicate which of the two sentences is more acceptable by selecting the radio button next to that sentence. In the current FC experiment, the pairs were lexically matched so as to form minimal pairs that varied only by the syntactic property of interest. In the (7-point) Likert scale task (LS), each target sentence is presented with a series of 7 radio buttons labeled 1–7, with 1 labeled “least acceptable” and 7 labeled “most acceptable”. Participants are asked to use the radio buttons to indicate their acceptability judgments. In the magnitude estimation task (ME), participants are presented with a reference sentence, called the standard, which is pre-assigned an acceptability rating, called the modulus (which we set at 100). Participants are asked to indicate the acceptability of target sentences as a multiple of the acceptability of the standard by providing a rating that is a multiple of the modulus. However, it should be noted that recent research suggests that participants do not actually use the standard to make ratio judgments of the target sentences (Sprouse 2011b).

3.2 The phenomena, and therefore effect sizes, tested from Linguistic Inquiry (2001–2010)

In order to maximize the span of effect sizes for which we could estimate statistical power, we chose 50 two-condition phenomena from the larger set of 150 two-condition phenomena that were randomly sampled from all of the articles published in Linguistic Inquiry between 2001 and 2010 for the large-scale replication study by Sprouse et al. (2013). The 50 phenomena selected here were experimentally replicated in the Sprouse et al. (2013) study, and therefore are assumed to be phenomena for which an H_0 is true, a requirement to assess statistical power. In order to choose phenomena that span the range of effect sizes in the literature, we first calculated a standardized measure of effect size known as Cohen’s d (Cohen 1988) for the full set of 150 phenomena on one of the scale tests (Magnitude Estimation) used by Sprouse et al. (2013). Cohen’s d is calculated by first subtracting one condition mean from the other, and then dividing the difference by the pooled standard deviation of the two conditions. Cohen’s d is considered a standardized measure of effect size because it allows us to compare any effect size to any other, even if the two effects are measured on different scales (e.g., reading times and acceptability judgments). Cohen (1988; 1992) suggested the following criteria for the intuitive interpretation of d values: a d of 0.2 is considered a “small” effect, a d of 0.5 is considered a “medium” effect, and a d of 0.8 is considered a “large” effect. Here is what Cohen (1992) said about the intent behind these criteria:

Because the [effect size] ES indices are not generally familiar, I have proposed as conventions, or operational definitions, “small”, “medium”, and “large” values of each ES index to provide the user with some sense of its scale. It was my intent that medium ES represent an effect of a size likely to be apparent to the naked eye of a careful observer, that small ES be noticeably smaller yet not trivial, and that large ES be the same distance above medium as small is below it. I also made an effort to make these conventions comparable across different statistical tests. (Cohen 1992: 99)

To make the idea of effect sizes more tangible, we list example sentences for each of the phenomena tested in this study along with their Cohen’s d in the appendix.

In the top row of Figure 2 we plot the distribution of effect sizes for the 139 phenomena that were replicated in Magnitude Estimation task in the Sprouse et al. (2013) study in terms of both directionality (the effects were in the predicted direction) and statistical significance (they passed the conventional p < .05 criterion):
As Figure 2 makes clear, the vast majority of phenomena randomly sampled from Linguistic Inquiry are “large” by Cohen’s criteria, with 110 phenomena (79%) yielding a $d$ greater than or equal to 0.8. Counting the “small” and “medium” categories is more difficult because it depends on where the category boundaries are placed. But one possibility is to use the values suggested by Cohen as boundaries: 13% of the phenomena from Linguistic Inquiry are below the “medium” threshold ($d < 0.5$), and 8% are between the “medium” and “large” thresholds (0.5 < $d$ < 0.8). Because the distribution of effect sizes in Linguistic Inquiry spans a range that includes extremely large effect sizes (many are greater than 2), and because very large effect sizes are likely to lead to a ceiling effect in statistical power (100%) with very small sample sizes, we decided to restrict our test set in this paper to a subset of 50 phenomena from the smaller half of the range (0 < $d$ < 2). We believe this range will generally be more useful to researchers seeking to design their own studies or evaluate existing studies. Each of the 50 phenomena were tested in each of the four tasks (one experiment per task, with each experiment containing 100 items: one token each of the two conditions per phenomenon). After running the experiments in this study we noticed typos in the materials for three of the phenomena (see the materials posted at www.sprouse.uconn.edu for the Sprouse et al. 2013 paper for a detailed discussion of any hypothetically possible problems with the materials). We thus analyzed the remaining 47 phenomena. The distribution of the effect sizes for the remaining 47 phenomena from Linguistic Inquiry (2001–2010) are presented in the bottom row of Figure 2.

A full list of the phenomena with example sentences are provided in the appendix.

One issue merits some clarification before we move on to the other components of the analysis. Because we selected 47 real-world phenomena for analysis, it may appear as though we are attempting to estimate the post-hoc statistical power for these 47 real-world phenomena under different tasks (and different sample sizes). While post-hoc power analyses are sometimes performed in the literature to gather some amount of
information about the test of a given phenomenon, post-hoc power tests technically do not yield statistical power as Neyman-Pearson defined the term. As discussed in section 2.2, statistical power can only be used to control the probability of (type II) decision errors if it is defined a priori and incorporated into the design of the hypothesis test as a whole (e.g., the choice of task, significance criterion, and sample size). So we would like to be clear that we are not trying to make any claims about the statistical power of these particular tests. Instead, we are taking the 47 effect sizes that we obtained using these phenomena, and the 47 patterns of variability that we obtained using these phenomena, and using them to estimate the a priori rate of statistical detection that would obtain if one wanted to test minimum effect sizes that are equal to these 47 empirical effect sizes using the judgment tasks discussed in section 3.1 (and assuming that those experiments will be subject to the empirical variability that we observed in our experiments). Put differently, we are attempting to estimate a priori power for effects that have statistical properties similar to the properties of these 47 phenomena; we are not attempting to estimate the post-hoc power of these particular phenomena.

3.3 The materials

The materials for all four experiments were identical to the materials constructed for the original Sprouse et al. (2013) experiments: eight lexicalizations of each sentence type were constructed by varying (i) content words and (ii) function words that are not critical to the structural manipulation as described in the text of Linguistic Inquiry (2001–2010). This led to 8 lexically matched sentence sets for each phenomenon.

For the ME, LS, and YN experiments, the 8 lexicalizations were distributed among eight lists using a Latin Square procedure, ensuring that participants did not see more than one sentence from each lexically-related set. Each list was pseudorandomized such that the two conditions from a single phenomenon did not appear sequentially. This resulted in eight surveys of 100 pseudorandomized items. Six additional “anchoring” items (two each of acceptable, unacceptable, and moderate acceptability) were placed as the first six items of each survey. These items were identical, and presented in the identical order, for every survey. Participants rated these items just like the others; they were not marked as distinct from the rest of the survey in any way. However, these items were not included in the analysis as they served simply to expose each participant to a wide range of acceptability prior to rating the experimental items (a type of unannounced “practice” used to help the participant establish the scale prior to rating experimental items). This resulted in eight surveys that were 106 items long.

For the FC experiment, the 8 lexicalizations were maintained in pairs based on the two-condition phenomena. The lexically-matched pairs comprising a phenomenon were distributed among 8 lists. Next, the order of presentation of each phenomenon pair was counterbalanced across the lists, such that for every phenomenon pair, four of the lists included one order, and four lists included the other order. This minimized the effect of response biases on the results (e.g., a strategy of always choose the first item). Next, two copies of each list were created, resulting in 16 total lists. Finally, the order of the pairs in each of the 16 lists was randomized, resulting in 16 surveys containing 50 randomized and counterbalanced pairs (100 total sentences).

It should be noted that within this design each participant rated only one token of each condition in the ME, LS, and YN experiments, and only one pair per phenomenon in the FC experiment. From the perspective of both traditional informal collection methods and more formal experiments, this number is quite low. We chose to only test one token of each condition per participant for two reasons. First, this is the lowest limit of possible
experimental designs. This means that the estimates of rate of statistical detection that we present here will provide an absolute lower bound for such experiments. By simply increasing the number of tokens per condition to 2 or 4, syntacticians can easily increase the power of their experiments at any given sample size. Second, only including one token per condition allowed us to test all of the phenomena from each source in a single survey without risking fatigue on the part of the participants (the total survey length was 106 for YN, LS, and ME, and 100 for FC). Because it is useful to z-score transform judgments made on scales (e.g., LS and ME) to eliminate some forms of scale bias, it important to test all related phenomena in a single survey so that the z-score transformation is based upon the same sentence types for every participant.

3.4 Presentation of the experiments

For the ME experiment, participants were first asked to complete a practice phase in which they rated the lengths of 6 horizontal lines on the screen prior to the sentence rating task in order to familiarize them with the ME task itself. After this initial practice phase, participants were told that this procedure can be easily extended to sentences. No explicit practice phase for sentences was provided; however, the six unmarked anchor items did serves as a sort of unannounced sentence practice. There was also no explicit practice for the LS, YN, and FC experiments, as these tasks are generally considered relatively intuitive. The surveys were advertised on the Amazon Mechanical Turk (AMT) website (see Sprouse 2011a for evidence of the equivalence of data collected using AMT when compared to data collected in the lab), and presented as web-based surveys using an HTML template available on the first author’s website. Participants completed the surveys at their own pace.

3.5 Participants and sample sizes

Statistical power is proportional to sample size because sample size is one factor that determines the width of the sampling distributions, and therefore the overlap of the two sampling distributions of the two hypotheses (see Figure 1). In order to have the ability to estimate power for a wide range of sample sizes, we recruited 144 participants for each of the four experiments (144 per task, for 576 participants total). Participants were recruited online using the Amazon Mechanical Turk marketplace, and paid $3.00 for their participation in the ME experiment, $2.50 for the LS and YN experiments, and $2.00 for the FC experiment (the differences in pay were based on previously observed differences in the amount of time it takes to complete each task). Participant selection criteria were enforced as follows. First, the AMT interface automatically restricted participation to AMT users with a US-based location. Second, we included two questions at the beginning of the experiment to assess language history: (1) Were you born and raised in the US? (2) Did both of your parents speak English to you at home? These questions were not used to determine eligibility for payment so that there was no financial incentive to lie. No participants were excluded from the ME and FC experiments based on these questions. However, 4 participants were excluded from the LS experiments, and 5 participants were excluded from the YN experiment for either answering ‘no’ to one of the language history questions or for obvious attempts to cheat (e.g., entering 1 in every response box). These large sample sizes allowed us to treat our samples as mini populations for the resampling simulations. For the resampling simulations, we sampled (with replacement) from each population in order to estimate power for sample sizes from 5, one of the lowest sample sizes that can return a significant result, to 100, a likely upper bound for most acceptability judgment experiments.
3.6 The resampling simulations

We empirically estimated the statistical detection rate (our proxy measure for statistical power) observed in each experiment type for each phenomenon at every sample size between 5 and 100 participants, by performing resampling simulations on each sample. In essence, these resampling simulations treated our large samples as full populations, and sampled from them to estimate the statistical power (operationalized here as a rate of detection) at each sample size that is possible with the population (5 to 100). For example, to establish a rate of detection for a sample size of 5, we could perform the following procedure:

1. Draw a random sample of 5 participants (allowing participants to be potentially drawn more than once; this is called sampling with replacement).
2. Run a statistical test on the sample (see section 3.7 for the choice of tests).
3. Repeat steps one and two 1000 times to simulate 1000 experiments with a sample size of 5.
4. Calculate the proportion of simulations (out of the 1000) that resulted in a test statistic beyond the pre-established criterion for significance (or α; see section 3.7 for the choice of criteria). This proportion is an empirical estimate of statistical power for a sample size of 5.

This procedure would tell us the rate of detection of that particular phenomenon for samples of size 5. We can then repeat this procedure for samples of size 6, 7, 8... up to 100 to derive a complete relationship between sample size and detectability for that phenomenon. Finally, we can repeat this procedure for all 47 phenomena to derive power relationships (operationalized as empirically estimated rates of detection) for effect sizes between 0.15 (very small) and 1.96 (very large) in Linguistic Inquiry (2001–2010). Even though resampling simulations of this sort are relatively rare in the experimental syntax literature, they are relatively common in other areas of experimental psychology. Resampling simulations form the basis of several approaches to statistical significance testing, such as the bootstrap, randomization, and permutation tests, and as such, their properties are well understood (e.g., Efron & Tibshirani 1993; Edgington & Onghena 2007).

3.7 Statistical tests

In addition to the choice of task, effect size, and sample size, statistical power depends on the choice of statistical test that is chosen as part of the hypothesis test. On the one hand, we wanted these simulations to provide the widest range of possible information for syntacticians. Therefore, we decided to test both a null hypothesis test and a Bayesian test for every simulation. On the other hand, the large number of combinations of test properties (task, effect sizes, and sample sizes) meant that we needed to run around 18 million simulations (requiring substantial computational time). Thus, we decided to use statistical tests that were relatively fast to compute: for LS and ME we ran repeated-measures t-tests and Bayes Factor calculations from Rouder et al. (2009); for FC and YN, we ran repeated-measures sign-tests and Bayes Factor. For LS and ME, we ran the statistical tests on the z-score transformed ratings, as z-scores help to remove some forms of scale bias (Featherston 2005; Sprouse & Almeida 2012; Sprouse et al. 2013).5

5The z-score transformation is applied to each participant separately. First, the mean of all of the participant’s ratings is calculated. The mean rating is then subtracted from each raw score, in effect centering the scale around 0, and making the mean an anchor point to facilitate standardization. Next, the standard deviation of the participant’s raw scores is calculated. Each difference from the mean is then divided by the standard deviation. This standardizes the scale, as the units for each participant are now standard deviations from the mean.
One may wonder whether our choice of t-tests and sign-tests might be a problem, as these tests only treat subjects as random effects, and crucially do not allow items to be treated as random effects. This limitation of t-tests and sign-tests has two potential implications. First, when items are not treated as random effects, it is not possible to statistically evaluate how well the experimental effect generalized across the items (because the items are basically averaged together in the statistical test). Second, when items are not treated as random effects, it is possible for variation between items to be confounded with the experimental effect (i.e., when one item only appears in one condition, and a second item only appears in a second condition, the difference between conditions includes the random differences between items; e.g., Clark 1973). One avenue for dealing with these two issues is to use mixed effects models that allow for the specification of items as random effects (e.g., Baayen et al. 2008).

Our response to this is one of weighing costs and benefits (see also Cohen 1976; Keppel 1976; Smith 1976; Wike & Church 1976; Wickens & Keppel 1983; Raijmaakers 2003). The cost of mixed effects models is that they are substantially slower to fit than t-tests and sign-tests. In the context of our 18 million simulations, it would have added a month or more of computational time. So the question is whether the benefits are important (or even necessary) given the goals of our project. When it comes to evaluating the generalization of the effects across items, we would say that while this is an interesting question about any given phenomenon, this question is not in the scope of the current project. We are not interested in the properties of the specific phenomena that we used in this study, but rather the power that would obtain under different experimental designs if one were interested in testing minimum effect sizes that are equal to the observed effect sizes of these phenomena (assuming similar variability to the variability observed with these phenomena). However, we should point out that we did use multiple items per condition in our design (8 tokens per condition), as did Sprouse et al. (2013) for the larger set of Linguistic Inquiry phenomena. Therefore, multiple items did contribute to the power estimates reported here (which is at least a step in the direction of establishing statistical generalizability, as any effects that were driven by only a few items would presumably show lower power estimates).

When it comes to the concern about confounding item variability with the experimental effect, it is important to note that the empirical concern is that such a scenario will fail to precisely control the two error rates (type I and type II): if item variability accidentally adds to the experimental effect, a type I error would be more likely to occur, and if item variability accidentally detracts from the experimental effect, a type II error would be more likely to occur. Because all of the phenomena in our study are assumed to be true effects, by hypothesis there can be no true type I errors. So for us the concern is really to what extent our power estimates are accurate: if item variability adds to the experimental effect, we will overestimate power; if item variability detracts from the experimental effect, we will underestimate power. We decided that such estimate problems were likely to be small in the current study. For one, we used lexically matched materials distributed using a Latin Square procedure, which reduces much (but not all) of the concern about item variability confounding the experimental effect (e.g., Wickens & Keppel 1983; Raaijmakers 2003). Perhaps more importantly, in the discussion sections below, we either interpret the differences in power among tasks, effect sizes, and sample sizes relatively to each other, not absolutely, or we interpret the estimates as rough guides, not specific criteria. Thus, small perturbations in the power estimates one way or another are less likely to influence the overall interpretation of the results. That being said, the data sets for both projects (this one, and Sprouse et al. 2013) are freely available online, therefore any
researchers interested in the generalizability of effects across items in these phenomena can use those results to investigate this question.

### 3.8 Decision criteria

As discussed in section 2, statistical power is only quantifiable relative to an explicit decision criterion for choosing between competing hypotheses. For this study we simply adopted the conventional criteria that tend to be used for publication in the cognitive sciences: $p < .05$ for $t$-tests and sign-tests, and BF $> 3$ for Bayes Factors. There has been much discussion recently surrounding the use of these criteria for publication, especially as regards $p$-hacking and the file-drawer problem (e.g., Simmons et al. 2011). We believe this discussion is healthy for the cognitive sciences in general and should continue, although we note that it is at best unclear how these concerns impact generative syntax research, which by and large has eschewed the use of inferential statistics as regular research practice. However, given that these criteria still play a central role in current practices for hypothesis testing and for publication in the cognitive sciences, they seemed like a natural starting point for a study of this type.

### 3.9 Comparison to previous investigations of sensitivity

Before moving on to a discussion of the results of our simulations, it should be noted that there have been a few high profile comparisons of acceptability judgment tasks that have previously touched upon the topic of sensitivity (though most did not use the term statistical power). For example, in their seminal introduction of magnitude estimation to the field of syntax, Bard et al. (1996) presented a comparison of the results between ME and LS for several sentence types in order to demonstrate that the continuous response scale of ME tasks allows participants to report more levels of acceptability than the ordinal response scale of LS tasks. Weskott & Fanselow (2011) presented a comparison of ME, LS, and YN results for three phenomena (two two-sentence and one three-sentence phenomena) in order to assess the claim that ME is more sensitive than LS and YN tasks. They found that at sample sizes of 24 and 48 participants all three tasks yield statistically significant results for those particular phenomena. Similarly, Bader & Haüssler (2010) presented a comparison of ME and YN tasks for 16 sentence types (forming one 2x2 factorial design and two 2x3 factorial designs) in order to construct a signal detection model of acceptability judgments. In the process, they found that the two tasks yielded similar patterns of acceptability, and at sample sizes of 24 and 36 participants, both tasks yielded statistically significant results for those phenomena.

The present study extends these results in several ways. First, instead of investigating a single sample size and/or using a categorical criterion (statistical significance or not; a larger sample size or not), the current studies use resampling simulations to assess the statistical power for a large range of possible sample sizes (5 to 100 participants), which we believe covers every possible sample size that linguists are likely to encounter in evaluating or constructing experiments. Second, instead of focusing on a few phenomena of a particular effect size, the current studies investigate the full range of effect sizes that were observed in the random sample of Linguistic Inquiry data points in Sprouse et al. (2013). This allows for a nearly exhaustive assessment of the interaction of statistical power with the effect size of the phenomena under consideration. Similarly, although the set of 47 phenomena tested here were not chosen at random, they were selected without theoretical bias from a random sample of 150 phenomena from Linguistic Inquiry, which suggests that the results will be relatively representative of effect sizes in cutting edge syntactic research. Third, the resampling simulations (over 18 million randomly selected samples) allow us to empirically estimate the rate of statistical detection for every combination of effect size,
sample size, and task, which provides more information than the categorical question of whether a given experiment yielded a significant result. Finally, the simultaneous comparison of all four acceptability tasks across a full range of effect sizes and sample sizes allows us to evaluate almost any conceivable experimental survey of acceptability judgments, from previously published informal collection studies to the design of future formal experiments.

4 The statistical power of acceptability judgment experiments

The resampling simulations result in 18,048 rate of detection estimates (our proxy measure for statistical power): 4 tasks x 47 phenomena x 96 sample sizes. Therefore, interpreting the results requires some amount of summarization. We present two different approaches to summarizing the results in this section, and summarize the implications of the results.

4.1 The relationship between sample size and mean estimated power

The first approach we can take is to ask how much the rate of statistical detection depends on different sample sizes. Statistical power is always relative to a given effect size, therefore in order to make the relationship between sample size and power clearer, in this approach we group the 47 effect sizes that we investigated into four categories following Cohen’s (1992) criteria: small effects have a $d$ less than 0.5, medium effects have $d$ between 0.5 and 0.8, large effects have a $d$ between 0.8 and 1.1, and extra large effects have a $d$ greater than 1.1.

We can then plot the relationship between sample size (x-axis) and the resulting power (y-axis) for each category of effect size. The result is the 4x4 grid of power curves in Figure 3.

![Figure 3: Power curves for null hypothesis tests (blue dots) and Bayes Factor tests (red dots) displaying the relationship between sample size and estimated power for each task (columns) and each category of effect size (rows). Each point represents the empirical estimate of power (the percentage of simulations (out of 1000) that was below the significance threshold of $p < .05$ for null hypothesis tests, and BF > 3 for Bayes Factors) averaged over all of the phenomena that belong to each category. The vertical lines represent the sample size that first reaches 80% power (or above): blue for null hypothesis, red for Bayes Factors. The colored numbers in the lower right hand corner indicate the precise sample sizes where 80% power is first reached in our simulations. Cells with only one line indicate that the 80% power threshold is obtained with the same sample sizes in the two statistical analyses. Cells with no line did not reach 80% power with sample sizes less than or equal to 100. For increased clarity, only the even-numbered sample sizes (6 to 100) are plotted.](image-url)
Figure 3 serves three purposes. First and foremost, it is a representation of most of the information revealed by the resampling simulations. It presents the estimated power that one would obtain for sample sizes from 5 to 100, for all four different tasks, for both approaches to hypothesis testing, and for four categories of effect sizes. The only (minor) loss of information occurs because of the division of effect sizes into four categories (instead of 47 distinct effect sizes). Second, Figure 3 presents an explicit comparison of the power of the two approaches to hypothesis testing. Our results suggest that, for equivalent sample sizes, null hypothesis approaches reach rates of statistical detection that are slightly higher than those obtained by Bayes Factors for FC, LS, and ME, but the reverse seems to be true for YN. These differences are most pronounced for LS and ME, and most pronounced for small and medium effect sizes. For large and extra large effect sizes, the two approaches appear to be substantially identical in the observed relationship between sample size and rate of statistical detection. Third, Figure 3 can be used to estimate the sample size at which a given statistical power will be reached. We have made the point at which 80% power is reached explicit in the plots (the vertical lines) because this is the standing recommendation in the statistical literature (Cohen 1988), but readers can substitute any power level of interest. The vertical lines make it easy to assess which tasks reach 80% power with smaller sample sizes: FC appears to require the smallest sample sizes, LS and ME are nearly identical, and YN requires the largest sample sizes. Once again, these differences are most pronounced for small and medium effect sizes, and least pronounced with large and extra large effect sizes.

Figure 4 makes the comparison among the tasks more explicit by plotting the tasks together in the same cell. Once again, it is clear that FC has a power advantage over the other tasks, especially for small and medium sized effects. This advantage makes sense given that the forced-choice task explicitly asks participants to judge whether there is a difference between two (lexically matched) conditions (see Gigerenzer & Richter 1990 for a similar point in a non-linguistic domain). Similarly, Figure 4 makes it clear that LS and ME exhibit roughly the same relationship between sample size and rate of statistical detection, with a slight advantage to LS under Bayes Factors for smaller effect sizes. Again, this rough identity and small advantage for LS makes some sense given previous research into LS and ME showing that participants do not really perform ME as it is intended (Sprouse 2011b) and that LS judgments exhibit less variability than ME (Weskott & Fanselow 2011), most likely because LS offers fewer response options than ME (7 vs infinite). Finally, Figure 4 reveals an interesting confluence of effects that lead to YN performing better than LS and ME under Bayes Factors, particularly for smaller effect sizes. It appears that YN receives a 5% power increase under Bayes Factors, while LS and ME simultaneously receive a 10% power decrease. These two changes conspire to give YN the second highest detection rate under Bayes Factors (FC is still first) for smaller effect sizes.

![Figure 4: Power curves for null hypothesis tests and Bayes Factor tests displaying the relationship between sample size and estimated power, organized by effect size category (columns), with all four tasks plotted together. For clarity, only the (loess) fitted lines are plotted (no data points).]
4.2 The sample size required to reach 80% power for each effect size tested

The second approach we can take is to ask how large of a sample is necessary to produce a well-powered experiment for a given effect size under investigation. For expository purposes we assume Cohen’s (1988) suggestion that 80% power is necessary for a well-powered experiment. We can then plot effect sizes along the x-axis and the sample size required to reach 80% power along the y-axis for each task, as in Figure 5.

The primary value of Figure 5 is that the fitted lines can be used for very quick estimation of the sample size needed for a well-powered experiment at any given effect sizes. However, these plots also reveal that there is quite a bit of variation in sample sizes required for smaller effect sizes. This is likely partly because of sampling error (the effect sizes were all calculated from one experiment, the ME experiment, not for each task separately), and partly due to differences in measurement error (each combination of task and phenomenon likely has slightly different levels of noise in the measurements). This means that syntacticians should take both the fitted estimate and the variability in the points into consideration when estimating the sample sizes required for well-powered experiments. Finally, Figure 5 also continues to reveal that Bayes Factors have slightly lower detection rates than null hypothesis tests for FC, LS, and ME.

5 Implications of these results for research in syntax

The experiments and resampling simulations here provide a wealth of information about the rate of statistical detection of syntactic experiments (summarized in the figures in section 4, and the appendix). In this section, we discuss the two ways that this information may be useful to the field: evaluating the validity of judgment data in syntax, and designing/evaluating judgment experiments.

5.1 The validity of judgment data

One of the central questions in experimental syntax over the past two decades has been the question of whether the informally collected judgments that constitute the majority of evidence are type I errors or not (e.g., Sprouse & Almeida 2012; Gibson & Fedorenko 2013; Sprouse et al. 2013). The primary tool in this discussion has been replication studies designed to estimate the positive predictive value (PPV) of the field. Replication is one way to begin to sort out true positive results from type I errors, as true results will by definition be more likely to replicate than type I errors (especially over multiple replications). However, this logic only holds if the replication studies have high statistical power. If the replications have low statistical power, then any null results that arise in the replications are more likely to be type II errors (favoring a $H_0$ when $H_A$ is true), and therefore can’t be
used to infer that the original result was a type I error. In short, it all comes down to the logic of interpreting null results as evidence for the null hypothesis discussed above: null results can only reasonably be taken as evidence for $H_0$ if statistical power is high. Despite this, to the best of our knowledge, there has been no explicit discussion of power in the replication debates inside of linguistics. The two large scale replication projects (Sprouse & Almeida 2012; Sprouse et al. 2013) estimate type I error rates to be between 1% and 12%, depending on the sample, the experimental method used, and the criterion for what counts as a successful replication. But these rates can only be interpreted in the context of high statistical power. With low power, the null replications that are interpreted as type I errors could be type II errors. As the current study demonstrates, this could be especially problematic for replications of small effect sizes, particularly for experiments using LS and ME (which are typical in the experimental syntax literature), as small effect sizes do not reach even 80% power using LS and ME with 100 participants, which in our experience is quite large for an experimental syntax sample size. The caveat to the latter statement is that our experiment provides the absolute lowest bound for power, as only one item per experimental condition was used, which means that, if multiple items per condition can realistically be used in an experiment, statistical power can be very much improved. Syntacticians interested in interpreting the various claims about replicability of syntactic data can use the results of this study to evaluate whether any purported null replications have sufficient power to be interpreted as evidence for the null hypothesis.

Given the current interest in replicability in psychology and linguistics, it may also be interesting to explore how data in syntax compares to data in psychology, both in terms of type I errors and statistical power (type II errors). As previously mentioned, the two large scale replication studies in syntax find type I error rates between 1% and 12% (i.e., replication rates in the range of 88% to 99%). The journal Science has published a large scale replication attempt by a large international team of psychologists and cognitive scientists using 100 articles selected from four leading journals in different sub-areas (Open Science Collaboration 2015). This study reports aggregate replication rates between 36% and 68% depending on the criteria adopted for what counts as a successful replication. The replication rates for the experiments categorized as part of the subfield of cognitive psychology (arguably a subfield linguistics is a part of, at least in the generative tradition) were between 48 and 92%, again depending on the criteria of what counted as a successful replication. This suggests that syntax compares rather favorably to the rest of the field of psychology in terms of estimated type I error rates. When it comes to statistical power (or type II error rates), there have been several studies about the *a priori* power that experiments in the psychology literature possess. Cohen (1962) demonstrated that in the 1960 volume of the Journal of Abnormal and Social Psychology the median power of the experiments was 46% for the average effect size of the phenomena under investigation (i.e., not very different from a coin toss). A follow-up study by Sedlmeier & Gigenrenzer (1989) for the 1984 issue of same journal found virtually identical results (44% median power for the average effect size of the phenomena of interest). In a review of the 1993 and 1994 volumes of the British Journal of Psychology, Clark-Carter (1997) reported a slightly larger average of 59% power for the average phenomena of interest. Finally, Bezeau & Graves (2001) reported a mean of 50% power for “medium” effect sizes ($d$ between 0.5 and 0.8) in their review of three neuropsychology journals. Comparing these results with syntactic data is a bit tricky because the information necessary to estimate statistical power for informal experiments in syntax is rarely published. Nonetheless we can use the results of the current study to provide ranges of possible power rates depending on the assumptions that one makes about the properties of informal linguistic experiments. For example, the median effect size in the random sample of 150 phenomena from
Linguistic Inquiry 2001–2010 tested by Sprouse et al. (2013) was a $d$ of 1.61. If we take this as the “average effect size” similar to the psychology studies, we can ask what the statistical power of this effect size would be under different tasks and different sample sizes. Figure 6 and Table 3 provide this information for the specific phenomenon that has this effect size. The results suggest that 6 participants already provide better power than what has been reported for average psychology experiments in leading journals, for FC, LS, and ME. Ten participants provide over 80% power for LS and ME, and close to 80% power for FC and YN. If these are likely sample sizes for informal experiments (which we believe they are), syntactic data compares favorably to the rest of psychology in terms of how much statistical power their experiments have, presumably because effect sizes in syntax tend to be large (see also Figure 2).

5.2 The design and evaluation of judgment experiments

For readers wishing to evaluate published experiments, the first and most obvious method for evaluating power is to analytically calculate a post-hoc power estimate. For readers who do not wish to do that work, the graphs and tables from this project can provide a rough estimate of the likely power of the experiments. Readers simply need to extract the specific design components from the study: task, philosophical approach to hypothesis testing, statistical test, significance criterion, and sample size. Readers can then look up the estimated power in the graphs and tables. For syntacticians planning to conduct their own studies, the graphs and tables from this project can be used to provide a rough estimate of the sample size required to reach a specific level of power depending on the hypothesized effect size of interest. Again, the process involves specifying the components of the experiment (task, philosophy, statistical test, significance criterion, and effect size), and using those components to locate the sample size required for the desired level of power. While this process is relatively straightforward in principle, a few words are in order about what this entails in practice.

The first component is the choice of task. The choice of task should follow from the type of information that is required by the hypotheses. FC exhibits a clear advantage in sensitivity for detecting pairwise contrasts under a relative approach to acceptability.

**Figure 6:** The statistical power (y-axis) for the median effect size (Cohen’s $d$ of 1.61) reported in Linguistic Inquiry (2001–2010) that would be detectable by each task (lines) as a function of the sample size (x-axis) assuming only 1 judgment per participant per condition.
However, FC will be ill-suited for hypotheses that require more than two conditions. FC will also be ill-suited to post-hoc exploration, as the only comparisons that are possible are those that are directly built into the experiment as pairs. FC will also be less well-suited for hypotheses that hinge on differences in effect sizes between pairs (e.g., factorial designs; though not impossible). LS and ME are well-suited for both relative and absolute approaches to acceptability. They are also well-suited for comparisons involving multiple conditions and differences between effect sizes (e.g., factorial designs), and they both allow for the comparison of every condition to every other condition. YN is perhaps the best choice for absolute approaches to acceptability, as it explicitly asks participants to divide sentences into acceptability categories with meaningful labels (e.g., “acceptable” and “unacceptable”). YN shares FC’s disadvantage when it comes to factorial designs and hypotheses predicated upon effect sizes, but it shares LS and ME’s advantage when it comes to allowing comparisons between every condition in the experiment. Furthermore, the choice between FC and YN is theoretically-laden. FC is appropriate for hypotheses that rely on a relative notion of acceptability, i.e., whether condition X is more/less acceptable than condition Y. However, FC is inappropriate for hypotheses that rely on a more absolute, or categorical, notion of acceptability, i.e., whether condition X is high on the rating scale (or considered categorically “acceptable”). The converse is true for YN. YN is at a disadvantage for relative acceptability, particularly when the two conditions both fall in the same category; however, YN (and other categorical tasks) are perfectly suited for absolute acceptability (though the number of categories should match the theory).

The second component is the choice of philosophical approach to hypothesis testing. This should follow from the type of information that the syntactician would like to use to make inferences. Null hypothesis approaches provide the probability of obtaining the observed data (or data more extreme) under the null hypothesis: p(data | H₀). Full Bayesian modeling approaches can provide the probability of a specific hypothesis given the observed data, p(H | data), but require the full specification of a prior probability and a likelihood. Bayes Factor approaches provide an odds ratio of the probability of obtaining the data under two hypotheses (typically Hₐ and H₀). Relatedly, the choice of statistical test should follow from the interaction of the type of data being collected and the philosophical approach that has been chosen. FC and YN require binomial statistical tests (e.g., sign-tests, logistic regression), whereas LS and ME require continuous statistical tests (e.g., t-tests, linear regression). As discussed in section 2, the type I and type II error rates are set explicitly in NPHT by α and β (where power is 1 – β), and implicitly in FHT and BHT by the choice of significance criterion and power level.

The final component is the effect size of the phenomenon of interest. This, of course, follows from the properties of the phenomenon itself. The (minimum) effect size must be specified before the experiment is conducted, in order to calculate the intended power and target sample size; however, in many cases we simply will not have a reasonable

<table>
<thead>
<tr>
<th>Sample</th>
<th>FC</th>
<th>YN</th>
<th>ME</th>
<th>LS</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>52%</td>
<td>08%</td>
<td>64%</td>
<td>69%</td>
</tr>
<tr>
<td>10</td>
<td>77%</td>
<td>72%</td>
<td>86%</td>
<td>91%</td>
</tr>
<tr>
<td>15</td>
<td>94%</td>
<td>96%</td>
<td>97%</td>
<td>99%</td>
</tr>
<tr>
<td>20</td>
<td>99%</td>
<td>100%</td>
<td>99%</td>
<td>100%</td>
</tr>
<tr>
<td>25</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>30</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 3: Statistical power for a phenomenon with a Cohen’s d of 1.61 for several sample sizes, assuming only 1 judgment per participant per condition.
estimate for the effect size of a syntactic phenomenon before the experiment (because syntactic theories do not currently make effect size predictions). One possibility is to use the results of this experiment (or the other large scale replications) to estimate the effect size. Native speakers can search for phenomena in the appendix that, to their judgments, have roughly the same effect size as the phenomenon of interest (i.e., the two sentences in the appendix feel like they are the same distance from each other as the two sentences in the phenomenon of interest). Syntacticians can then use the effect size reported in the appendix as an estimate of the effect size for the new phenomenon of interest (with the caveat that it is only as good as the judgments used in the estimation procedure). This is obviously not ideal – it would be much better for syntactic theories to predict effect sizes. But in the absence of that information, large scale projects such as this one provide a possible solution.

Finally, it is important to note that the prospective use of the estimates of statistical rate of detection provided here should be used as an absolute lower bound because only one item per experimental condition was used here, making them conservative estimates if the experimental design under consideration uses multiple items per condition.

5.3 The role of effect sizes

As we have seen, effect sizes play a critical role in any discussion about statistical power. Even though effect sizes are rarely discussed in the syntax literature, we’d like to end this section by pointing out that one take-home message of this project is that effect sizes have been lurking in the background of syntactic theory since the beginning, and that it may be time to start discussing them explicitly as part of syntactic theories. Effect sizes are in the background of every hypothesis test, whether formal or informal, that is conducted in syntax. For example, we know before the experiment is run that there is a difference between the conditions in our experiment because we designed the conditions to have a difference. This difference may be large or exceedingly small, but it is there, because we put it there. The question that we are answering with our hypothesis test is not whether there is an actual difference between sentence types (because we know there is), but whether the structural difference we introduced leads to a large enough difference in acceptability to be detected in our experiment (i.e., is the difference larger than the measurement noise?). In other words, when we interpret a statistically significant result as revealing “a difference”, what we are really saying is that the difference that we built into the conditions is larger than the minimum effect size that could be detected by our experiment. And when we interpret a null result as revealing “no difference”, what we are really saying is that the difference that we built into the conditions is smaller than the minimum effect size that could be detected by our experiment. Claims of statistical (in)significance are effect size claims, even if the effect size is never mentioned explicitly.

This suggests that we should start discussing effect sizes explicitly, both in the design of our experiments, and in our syntactic theories themselves. Effect sizes already play a role in the development of many theories. Keller (2000) develops a grammatical theory (Linear Optimality Theory) that predicts gradient effect sizes using gradient constraint weights. Featherston (2005) develops a grammatical theory that predicts gradient effect sizes using gradient probabilities. Chomsky (1986) famously uses effect sizes to infer the number and type of violations. Hoji (2015) develops a heuristic that assumes that grammatical effects are likely to have larger effect sizes than extra-grammatical effects. There are many others that we do not have space to mention here. Though these proposals differ dramatically in their details, what they share is the idea that we need to avoid the mistake of treating statistical hypothesis testing as a discovery procedure for “differences” vs “no differences”, and instead focus on the real information that experiments provide: estimates of the effect size.
6 Conclusion

Our two goals in this paper were (i) to provide a fuller picture of the status of acceptability judgment data in syntax (i.e., a complement to the validity experiments in Sprouse et al. 2013 and Sprouse & Almeida 2012), and (ii) to provide detailed information that syntacticians can use to design and evaluate the sensitivity of acceptability judgment experiments. To that end, we conducted a set of experiments and simulations to cover a wide range of possible experimental designs, fully crossing four acceptability judgment tasks (yes-no, two-alternative forced-choice, Likert scale, and magnitude estimation), a set of 50 real phenomena that span a large portion of effect sizes in the literature, sample sizes from 5 to 100 participants (obtained through resampling simulations out of a sample of 144 per task), and two approaches to hypothesis testing (null hypothesis testing and Bayesian hypothesis testing). The result is a database of information regarding the rate of statistical detection (our proxy measure of statistical power) that covers a substantial portion of possible experimental designs in syntax, and that is freely available to syntacticians on the first author’s website for use in the design and analysis of judgment experiments.

The results of our experiments and resampling simulations revealed several notable trends in the statistical power of acceptability judgment experiments. First, the forced-choice task is generally the most sensitive task (of the four we tested) for detecting differences between two conditions (which makes sense given the fact that the FC task is the only one to explicitly contrast two conditions). Second, the Likert scale and magnitude estimation tasks have roughly the same sensitivity across effect sizes and sample sizes. This accords well with previous research suggesting that participants cannot actually perform the magnitude estimation task as imagined by psychophysicists for linguistic material (Sprouse 2011b; Weskott & Fanselow 2011), and suggests that participants might instead treat the magnitude estimation task as a modified Likert scale task. Third, the yes-no task is generally the least sensitive task. Again, this makes sense given that the task is predicated upon a category boundary that may not separate all of the pairs of sentences in the phenomena that we tested. Finally, and perhaps most importantly, these results suggest that syntax compares favorably with other domains of cognitive science in terms of statistical power. Of course, it is difficult to assess the statistical power of informal experiments; nonetheless, these results suggest that acceptability judgment experiments with relatively small sample sizes are actually relatively well powered to detect many of the phenomena currently in the syntax literature. This is compatible with previous investigations that demonstrated low type I error rates in the field of syntax, as far as well-studied languages such as English are concerned (Sprouse & Almeida 2012; Sprouse et al. 2013) and, in combination with these, the results presented here provide a more complete picture of the quantitative properties of acceptability judgment experiments, and provide a foundation of baseline data that syntacticians can use to plan and evaluate their own acceptability judgment studies.
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